Journal of Information Hiding and Multimedia Signal Processing (©)2021 ISSN 2073-4212
Ubiquitous International Volume 12, Number 1, March 2021

Solar Wireless Sensor Network Routing Algorithm
Based on Multi-Objective Particle Swarm
Optimization

Jian Wu!, Ming Xu?, Fei-Fei Liu', Miao Huang?, Long-Hua Ma?* and Zhe-Ming Lu?

1School of Electrical Engineering and Automation
Jiangxi University of Science and Technology
Ganzhou 341000,China
wujian_322@163.com

2School of Information Science and Engineering
Ningbo Institute of Technology
Zhejiang University
Ningbo 315100, China
*Corresponding Author: lhma_zju@zju.edu.cn

3School of Aeronautics and Astronautics
Zhejiang University
Hangzhou 310027, P. R. China
zheminglu@zju.edu.cn

Received September 2020; revised November 2020

ABSTRACT. With the development of information technology, wireless sensor networks
have been widely used in agricultural irrigation management, military intrusion monitor-
ing, industrial control and other fields. How to reduce the node energy consumption and
maintain energy balance has been a hot topic in wireless sensor network research. This
paper proposes a multi-hop data forwarding algorithm for wireless sensor networks pow-
ered by solar cells and batteries, and presents a multi-objective decision-making model for
data forwarding node selection of next hop. The Pareto optimal solution set is obtained
by using multi-objective particle swarm optimization algorithm. The characteristics of
solar energy acquisition are analyzed, and a solar energy supply model is designed. The
simulation results show that the data forwarding algorithm can adapt to the change of
network energy, and reduce network energy consumption and network delay.
Keywords: Wireless sensor network, Solar energy, Data forwarding, Multi-objective
particle swarm optimization

1. Introduction. Wireless Sensor Network (WSN) consists of a number of sensor nodes
placed in the monitoring area. These sensor nodes cooperate with each other to col-
lect monitoring information to the base station. With the development of information
technology, wireless sensor networks have been widely used in agricultural irrigation man-
agement, military intrusion monitoring, industrial control and other fields. How to reduce
the node energy consumption and maintain energy balance has been a hot topic in wire-
less sensor network research[1]. With the development of energy acquisition technology,
it is possible for the network to run indefinitely by equipping nodes with energy collec-
tion devices such as solar cells and thermoelectric cells[2]. Compared with the traditional
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energy-constrained wireless sensor networks, the energy-harvesting wireless sensor net-
works will no longer reduce the residual power of the nodes due to the additional energy
supply, but will fluctuate according to the energy replenishment characteristics. When
the power of the node is exhausted, the node no longer dies permanently but falls asleep,
and can resume operation after the energy is replenished.

At present, the research on energy-harvesting WSN is mainly divided into three cate-
gories, i.e., node hardware design[3], energy management and routing algorithms. There
are few researches on routing algorithms, most of which are based on wireless sensor net-
works powered by solar cells. Solar Aware-LEACH[4] extends the network lifetime by
sending the information of residual energy and solar energy status of each sensor node to
the base station so that the node with solar cells is selected as the cluster head node first.
Islam et al.[5] improved SLEACH and extended the network lifetime by 19.58%. ZHANG
et al. [6] analyzes the characteristics of solar energy supply, defines three states according
to the residual energy of the network: energy consumption period, energy storage period
and stable period, and selects the best cluster head according to different states. Cao
et al. [7] proposed an EHR routing protocol, which takes energy collection as the main
factor in routing design, introduces a hybrid routing metric that combines residual energy
and energy collection rate, and proposes an update mechanism that allows each node
to grasp the energy information of its neighbors. And then select the optimal next hop
node based on hybrid metric and neighbor node energy information. There are also other
schemes in recent years[8-15]. In this paper, we proposes a multi-hop data forwarding
routing algorithm for wireless sensor networks powered by solar cells and batteries. By
partitioning the network monitoring area and the node communication area, using the
MOPSO algorithm to solve the Pareto solution with minimum energy consumption and
minimum delay and selecting the next hop from the appropriate area according to the
current state of the network nodes to trade-off between energy consumption and delay.

Compared with random clustering routing such as LEACH and its improved protocol,
the algorithm proposed in this paper does not require excessive computation of nodes, nor
does it have a cumbersome interaction process when clustering, and has the advantage of
easy accurate calculation without knowing the specific location information of all nodes.
It can be optimized according to different needs.

2. System Model.

2.1. Solar energy harvesting model. Solar energy has a significant diurnal periodic-
ity, because there is no light at night, there is no energy acquisition, after sunrise energy
acquisition efficiency gradually increased, and reached the maximum at noon, then gradu-
ally reduced. Therefore, we use trapezoidal model [8] as a solar energy harvesting model.
The relationship between the solar power and time collected by a node during the day is
as follows:

b(t—to) to <t <ty
_ Emaz tl S t < t2
Esolar(t) = Eoe —b(t—1y) th <t<ts (1)
0 others

E, a0 18 the maximum power of solar energy, b is the slope,t; and ty are the time when
the acquisition rate in the energy acquisition model rises to the highest and starts to fall
from the highest, ¢y and ¢3 are the time of sunrise and sunset respectively. Considering
the location of each node and the weather changes, the energy obtained from different
dates may be different, and the level of energy obtained from each node may be slightly
different. Fig.1 is a solar energy acquisition model within 5 days. This model simulates
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the solar energy acquisition by using random function. The specific parameters will be
set in the simulation.

1.2

—_
T

o
o]
T

Energy harvesting power/mW
o o
s »

o
N
T

0 | . . . |
0 20 40 60 80 100 120

time/h

FIGURE 1. Solar energy harvesting model

2.2. Network and energy consumption model. In this paper, we assume that 100
nodes are randomly distributed in an 800m square area and the base station is located at
the midpoint of the square side. We also assume that the wireless sensor network has the
following properties:

1. All nodes are randomly distributed in the square area, and the location of nodes will
not change after deployment.

2. All nodes can measure the amount of their remaining energy.

3. Each node has the same communication capability and the transmission power can
be adjusted.

4. All nodes have unique ID.

5. If the transmitting power of the data transmitter is known, the receiver can calculate
the approximate distance from the transmitter to itself according to the RSSI of the
received signal strength.

6. All nodes have the same initial energy Fo and can be supplemented by solar cells.
The energy upper limit of the nodes is Em.

7. The energy of the base station is not limited, and has strong storage and computing
power.

Radio energy dissipation model adopted in this paper is consistent with that in refer-
ence [9]. As shown in Fig.2, the model is divided into three parts: transmitting circuit,
amplifying circuit and receiving circuit.

The energy consumed by transmitting L-length data to a node with a distance of d
consists of transmitting circuit loss and power amplification loss, and it is given by:

. Lerlec+LX€f5><d2 d<d0
Erx(L.d) —{ L X Bugee+ L X ey x d* d > dy 2)

E.je. is the energy consumed by processing one bit data in the transmitting or receiving
circuit, d is the transmission distance, and when the transmission distance d is less than
dy the power amplification loss adopts the free space model with the value of €,; when the
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transmission distance is greater than or equal to dy, the power amplification loss adopts
the multi-channel attenuation model with the value of €,,,. dj is a distance threshold with

a value of dy = , /Z’"T". The energy consumed by nodes with L-length is:

ERX =L x Eelec (3)

Obviously, the energy consumption of the received data is less than the energy con-
sumption generated by the transmitted data. When data length is fixed, L x E. is a
constant. It can be considered that L X FE.. is the minimum energy consumption when
nodes work. Taking into account the second part of the energy consumption formula
when data is transmitted, the value of L X €75 x d* cannot be less than L x E..[10].

Consequently, we conclude that the minimum transmission distance d,,;, = %.It can
S

be understood as the range of signal coverage when the transmission power is minimum.
The delay of transmitting information from node to base station is:

Delay = (¢d +td + pd) x NF (4)

[ts value mainly depends on N F', the number of intermediate forwarders between node
and sink. ¢d is the average queuing delay of each intermediate forwarding node, td is the
average transmission delay, pd is the average propagation delay.

3. Routing Algorithm. The routing algorithm proposed in this paper is divided into
three stages: 1. network initialization stage; 2. data forwarding node selection stage; 3.
data transmission stage.

3.1. Network Initialization Stage. We use the base station as the center and R;(i =
1,2,3--) as the radius to generate a series of circles to partition the network monitoring
area. R; = iXdpy(i =1,2,3---). These concentric circles divide the network monitoring
area into several circular regions and label them by C. The monitoring area partition is
shown in Fig.3.

The base station is represented by X in Fig.3. Firstly, the base station broadcast
partition confirms the packet, and other nodes in the network calculate their approximate
distance from the base station by the received signal strength RSSI, so as to determine
their own partition.

In order to better select data forwarding nodes, we also partitioned the communica-
tion scope of each node. Each node takes its location as the center,and takes R(k) =
kX dpin(k =1,2,3--- dn:m> as radius, divide the communication ranges into 7 — con-
centric rings. R is the maximum communication scope of nodes. k£ can be understood as
the transmit power level of nodes. This partitioning method can avoid the nodes commu-
nicating with the nearer nodes with higher transmitting power. Each node confirms the
neighbor node’s location in its own communication range by sending HELLO packets with
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F1GURE 3. Partition of network monitoring area

different power level k. Neighbor node j which located at node ¢’s £ ring and Cj less than
or equal to C; — k 4 1 is the potential next hop forwarding node when the node transmit
power is k. The node records all potential next-hop node ID numbers corresponding to
different transmit power levels and sends them to the base station.

Take the red node(C=10) in Fig.4 as an example. When k = 3, the shaded part of
Fig.4 is the candidate area of proxy forwarding node.

Obviously, choosing the forwarding node from the first ring can ensure the minimum
energy consumption, but it may increase the number of forwarding information to the
base station, thus increasing the information delay, while other nodes will consume more
energy. If the node chooses the forwarding node from the outer loop, it will reduce the
delay, but it will consume more energy. The algorithm proposed in this paper balances
the energy consumption of the network by choosing the ring number £ of the information
forwarding node reasonably, so that the network performance is optimal under the premise
of sustainable operation.

3.2. Data Forwarding Node Selection Stage. After initialization, the base station
will get the following information of all nodes: the distance from the base station dtoB.S,
the area code C7 of node i, the current residual energy FE7 of each node. At the same
time, the base station will store the candidate node ID corresponding to different k& values
of node ¢ in CPFYi, k;].

The base station determines the k value for each node to select the next hop. Obviously,
if the base station has the lowest cost to communicate directly with the base station in
the candidate area. The value range of k with different C' values is different, for example,
the nodes of C' = 1 can only take £ = 1. In addition, a k value may correspond to
multiple candidate nodes, at this time the node with high residual energy is preferentially
selected; when there is no node in the candidate region, this value should be forbidden
for this node. When the k value of all nodes is confirmed, the base station generates the
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FIGURE 4. Schematic diagram of forwarding node selection

data transmission link and sends the link down to each node in the network. The base
station counts the number of sub-nodes T; for each node and the number of transfers of
information from each node to the base station NFj.

In order to make the network stable and durable, the energy consumption of the entire
network should be as small as possible. In order to ensure real-time information, the
network delay can not be too high. According to these two requirements, the objective
function is as follows:

fl = Etotal =1L Z[Eelec + E(kz X dmzn)y + ﬂ X (Eelec + Eda)] (5)
=1
1 n
2=D=— d—+td d) x NF; 6
f - ;[(q +td+ pd) x NF) (6)
€ = €75 ki X dpin < do
€= Emp kz X dmzn > dO
V= k’z X dmzn < do (7)
v = kz X dmzn > dO

The target f1 is the total energy consumption of the network, the target 2 is average
delay. FEda is the processing(data aggregation) cost of a bit Determination of constraint
conditions:

1. The range of the transmit power level of node i:

1 S kz S kma:ca k:z eEN <8>
2. The transmit power level of node i is less than the area code C:

1<k <C; 9)
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3. When the transmit power of node ¢ is k, the corresponding candidate node can not
be empty:

CPF[i, ki] # 0 (10)

3.3. Data Transmission Stage. After each node selects the forwarding node, the base
station broadcasts the path information and allocates the information transmission slot
layer by layer. In the data transmission phase, the outer node sends the collected data
to the relay node. The relay node fuses the collected data with the data to be forwarded,
and then sends it to the next hop relay node until the information is sent to the base
station. The base station redistributes the k£ value of each node according to the residual
energy of each node every certain time, and then carries on the data transmission.

4. Using MOPSO to solve k values of nodes. PSO algorithm is a swarm intelli-
gence evolutionary computation method proposed by KENNEDY in 1995. As an efficient
parallel optimization algorithm, PSO algorithm can be used to solve a large number of
nonlinear, non-differentiable and multi-peak complex optimization problems. Based on
the improved multi-objective particle swarm optimization algorithm based on maximin
fitness function[11], we restrict the evolution of particles in integer space by making the
initial position and velocity of particles integer.

The algorithm flow is as follows:

1. Load the network initialization data and set the parameters of the multi-objective
particle swarm optimization algorithm, in which the number of particles PG = 100, the
learning factor C'1 = C2 = 0.5, the inertia weight w from 0.9 to 0.4, the dominant value
e = 0.01, the maximum number of iterations is 1000, the external document size is 100.

2. Population initialization: the initial position of each particle is given randomly. For
particles that do not meet the constraints, the initial velocity of each particle is 0.

3. According to formula (11) (12), we calculate the function values of two targets of
each particle in the solution set.

N Jilw) = min(fi(@))
frlws) = max(fi(z;)) —' min(fi(v;)) =
o)) = fZ(xl) - mzn(f2(xl)) (12)

max(fo(z;)) — min(fa(x;))

According to Eq.(13), the fitness function of each particle is calculated, the particles
with fitness less than zero are stored in the external document, and the fitness function
of the particles in the external document is calculated again according to Eq.(13) to
eliminate the bad solution.

fi(z;) fo(z))
. , fa(i) — 1+6}} (13)

4. Tterative compute particles in dominant solution sets. Select the first 20% of the
non-dominant particles from the external documents and select a particle as the global
extreme PG by roulette method. If the particle is better than the current particle, then
replace it.;

5. Update the velocity and position of each particle. For particles that do not satisfy
the constraints, update the velocity and position again until the constraints are satisfied,
and the updated particles are stored in the dominant set.

6. If the maximum number of iterations is reached or the external document is full,
output the external document and terminate the program, otherwise go to step 3.

fmamimin<$i> - maxj#i{min{fl (1:2) -
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5. Simulation and result analysis. We use MATLAB as the simulation platform to
carry out the experiment, the monitoring area is 800m*800m square, randomly distributed
100 nodes with the same initial energy, node distribution as shown in Fig.5. The base
station is located at the middle point of the bottom edge and is represented by X. The
simulation time is 3 days. The parameters are shown in Table 1.
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FIGURE 5. A wireless sensor network

TABLE 1. Simulation Parameters

parameters value parameterd value

Eo 0.4J E€mp 0.0013pJ/bit /m*
Em 0.5 €fs 10pJ/bit /m?

L 100bit qd + td + pd 0.01

Eee 50n.J/bit Eraz 0.1J/h

Eda bnJ/bit n 100

Fig.6 is the Pareto front obtained from 1000 iterations.

f1 denotes network energy consumption, f2 denotes the average delay of the network.
The decision maker can choose the optimal solution according to the requirements of the
usage scenario and the current state of the network.

We selected several sets of solutions from Pareto’s frontier to simulate its performance.
Firstly, without considering solar energy as energy supplement, the network lifetime is
simulated in four modes (corresponding to G, E, C, A) with minimum delay, small delay,
small energy consumption and minimum energy consumption, as shown in Fig.7. In the
latter three working modes, the number of death nodes is significantly less than that of
LEACH algorithm.

Then we simulate the average residual energy of the network working at A, B, D and
F under the condition of solar cells as energy supplement. In the simulation, we assume
that the sunrise time is 6 a.m. and the sunset time is 6 p.m. and the energy acquisition
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FiGure 7. Comparison between LEACH and our solution

efficiency reaches the peak value of F,,,, from 10 o’clock to 14 o’clock. All nodes upload
the monitoring data every three minutes, and the average residual power of the network
nodes under different operating modes is compared as shown in Fig.8.

Combined with the characteristics of solar energy replenishment, in order to avoid the
node power consumption, we make the node change its working mode according to the
amount of its remaining power, so that the node can improve the network performance by
increasing energy consumption and reducing the delay when there is more residual energy.
When the remaining power of nodes is low, sacrificing delay performance to reduce energy
consumption and avoid nodes entering sleep mode. In order to simulate the effects of bad
weather conditions, we set the energy obtained on the second day to 80% of the first
day, 60% on the third day, and 20% on the fourth day. The average residual energy and
average delay of all nodes in the network changed with time is shown in Fig.9.
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As we can see from Fig.9, as the node energy drops, the rate of decline slows down and
the network can operate in an energy-efficient manner. When the lighting is adequate,
the network performance can also be improved. On the fourth day when the weather was

not ideal, after a day of operation, the network’s remaining energy before the next sunrise
was not much different.

6. Conclusions. This paper presents a data forwarding routing algorithm for wireless
sensor networks powered by solar cells and storage batteries, analyzes the characteristics
of solar energy acquisition, and establishes a solar energy acquisition model. The multi-
objective particle swarm optimization algorithm is applied to the optimization of energy
consumption and delay in wireless sensor networks. By choosing the next hop forwarding
node for each node, more satisfactory solutions are obtained at one time. By changing
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the transmission power level according to the node power, the network performance can
be improved and the network delay can be reduced when the energy is sufficient, and the
energy overhead can be reduced when the energy is insufficient. MATLAB simulation
results show that the proposed routing algorithm is suitable for solar-powered wireless

sensor networks, can make full use of the energy obtained, and its performance is better
than LEACH protocol.
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