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Abstract. In highly competitive service sectors, customer churn is a major problem.
A lot of businesses have prioritized customer retention in their management and mar-
keting strategies. Logistic regression (LR), decision tree (DT), and support vector ma-
chine (SVM) were used to determine the influence of the features on customer churn
through the utilization of different wrapper feature selections methods: forward selection
(FS), backward elimination (BE) and optimize selection (OS). The result found that
forward selection with decision tree (FS+DT) is the best model as it has the best accu-
racy (77.46%), precision (77.29%), sensitivity (77.78%) and area under the ROC curve
(0.844). Credit score, gender, age, tenure, balance, product number, credit card, active
member and estimated salary were found as important features in predicting customer
churn. Companies dealing with such issues should start developing comparable models
immediately to be able to identify earlier on whether a customer churn the company.
The findings can help businesses create more precise models to identify churn at an early
stage, enabling them to implement focused retention strategies that boost customer loyalty
and minimize turnover over time.

Keywords: Bank Customer Churn Prediction; Machine Learning Models; Feature
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1. Introduction. In highly competitive service sectors, customer churn is a major prob-
lem [1]. These days, those rivals are willing to offer the same products and services at
cheaper costs and superior quality [2]. As a result, customers are changing their bank
loyalty. An analysis of the potential for a customer to stop using a product or service
is known as a customer churn analysis [3]. The most basic definition of this phrase is
that customers are left to choose the company due to competition. Banks have come to
understand how crucial good customer relations are to their success [4]. How to keep the
most profitable customers is the problem that banks must overcome. If done early on,
predicting which customers are most likely to leave the business could be a significant
additional revenue source [1]. Since the last decade, a lot of businesses have prioritized
customer retention in their management and marketing strategies. It can cost five times
as much to get a new customer as it does to keep an old one [2]. Selling to an existing
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customer has a success rate of 60–70% whereas selling to a new customer has a success
rate of 2–5% only [5]. For this reason, businesses adopt policies that favour keeping their
current customers above acquiring new ones. A proper statistical analysis is needed to
increase knowledge of the features that influence the prediction of customer churn in the
banking industry. Hence, in this study, a churn prediction model of classifying bank cus-
tomers is developed using Logistic Regression (LR), Decision Trees (DT), and Support
Vector Machine (SVM) while optimizing the feature selection methods.

2. Related work. In today’s increasingly technological society, banks will find it very
challenging to compete effectively without constant technology advancements. Addition-
ally, bank customers are growing increasingly educated, and their expectations are too
high towards these technical advancements. A previous study on customer churn in elec-
tronic banking is examined using the binomial logistic regression technique [6]. Due to
the intense competition in electronic banking services, banks must comprehend the cir-
cumstances that cause customer churn. The findings revealed that customer churn is
influenced by factors such as the amount of mobile banking transactions, age, gender,
and length of customer connection. Another study indicated that the jobs in the banking
industry with the highest churn rate are those related to food services, such as fast-food
restaurants and merchants [7]. The sports facilities and households follow them in the
order of churn from the bank services. They also found that the least risky corporate
customers of the bank were kindergartens and governmental institutions, in contrast to
counselling clinics. Additionally, among retail customers, those between the ages of 30 and
40 experienced the most service churn. In order to recommend an effective model to fore-
cast customer churn in the banking business and factors affecting the customer churn, [8]
compared the effectiveness of supervised classification techniques. Decision trees’ strategy
showed that younger consumers (under 41) and older consumers who are active members
are more likely to stay with banks. Generally, customers with one or two accounts are
more likely to stay with the bank, whereas creating more accounts may lead to churning
behaviour. A previous study claimed that customer churn could be predicted with the use
of data mining [9]. The aim of the study is to find the best data mining learning model
that XYZ Bank could use to keep customers from leaving. Result from this study, the
number of data samples utilized for learning has a significant impact on modelling out-
comes. If the distribution of the data is significantly imbalanced, accuracy values cannot
be considered as a reference for comparison in their entirety. Despite the fact that LR
produces smaller losses, this study found that SVM provided the most accurate modelling
for its research. A study [10] compared Random Forest (RF), AdaBoost, and SVM for
predicting customer churn for unbalanced data. When under sampling is combined with
oversampling and the unbalanced original data is SMOTED, RF was found as the best
model with 91.90% of F1 score and an overall accuracy of 88.7%. Another study done by
[11], the bank dataset is used to use a variety of machine learning models to estimate the
possibility that a customer will churn, including LR, DT, K-nearest neighbours (KNN)
and RF. The data was divided into training and testing data. 70% of the data set used
for model construction is made up of training data, while the remaining 30% is made up
of testing data, which is used to assess how well the trained model performed. The out-
comes demonstrate that, among all classifiers, stratified and cross validation perform best
in each condition. In addition, RF classifier outperforms others with a 0.3929 recall value
and 85.23% accuracy. Feature selection is a technique for minimizing the input variable
to the model by using only relevant data and eliminating irrelevant data [12]. Finding
correct data models can be done with feature selection. There are three main techniques
under feature selection which are wrapper method, filter method and embedded method.
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Wrapper methods use a particular machine learning algorithm to attempt to fit on a given
dataset for the feature selection process. This method has the advantages of being able
to account for feature dependencies, as well as interaction between feature subset search
and model selection [13]. Forward selection, backward elimination, and stepwise selection
are the most often used approaches under wrapper methods. According to [14], by focus-
ing simply on the data’s inherent properties, filter approaches evaluate the relevance of
features. Filtering techniques frequently have the issue of ignoring the relationship with
the classifier. The feature selection process is carried out using embedded methods while
the modelling algorithm is executing. As a result, these techniques are either part of
the algorithm’s standard functionality or its extended capabilities. A previous study [15]
investigated how to execute experiments with a dataset of diabetes diagnoses by modi-
fying an existing wrapper and filter approach. The wrapper performed excellent in this
study, as was to be expected, and far better than filter approaches generally. It can be
said that filter methods are more advantageous in practice because of their much-reduced
complexity compared to wrapper methods and the small amount of information they use.
The wrapper has the ability to make a correct choice, but even if the classifiers utilize the
same training sets, their performance or even their chosen features may vary.

3. Methodology. This study focuses on the important features influencing customer
churn and examines changes in customer loyalty. Section 3.1 presented the research flow-
chart for this study. Section 3.2 displays the data acquisition and section 3.3 shows the
data preparation. Meanwhile, Section 3.4 mentioned three data modelling that were used
in this study. These three methods are compared, and the best classification method is de-
termined to predict customer churn in the banking industry using performance indicators
mentioned in Section 3.5.

3.1. Research Flowchart. This section presented the flowchart being used in this study
as shown in Fig. 1. The process starts with the data acquisition, followed by the data
preparation and model preparation. Then, the next step is the constructed models were
assessed, and the result and discussion were explained in this study. All steps in the
flowchart is being explained in the subsequent sections.

3.2. Data Acquisition. This dataset is a secondary data taken from Kaggle website with
the link access to the dataset of https://www.kaggle.com/datasets/gauravtopre/

bank-customer-churn-dataset, where the data was made public by Gaurav Topre and
published in 2022, entitled “Bank Customer Churn Dataset”. This dataset is related to
Sustainable Development Goals (SDGs) which is decent work and economic growth. The
data were obtained from 10000 records and consist of 12 variables which are customer ID,
credit score, country, gender, age, tenure, balance, product number, credit card, active
member, estimated salary and churn. This dataset is also being used in the previous
study [16, 17]. The data description is displayed in Table 1.

3.3. Data Preparation. Account Balance and Estimated Salary features are converted
from real to numerical using a data type conversion tool. Set role is used to change the role
of Churn feature from regular to label. Next, the Churn feature is very imbalanced since
there are 7963 customers that churn, while only 2037 customers do not churn. Therefore,
SMOTE is used to balance the Churn feature. After SMOTE, Churn attribute is balance
(7963 customers churn and 7963 customers do not churn). Any attributes that have no
impact on the subject under discussion are considered irrelevant. The effectiveness of
classifiers may occasionally be impacted by maintaining such attributes. The Customer
ID and Country attributes have no impact on the prediction when the churn dataset
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Figure 1. Research Flowchart

is taken into account. Furthermore, this study was focus on other variables that were
deemed more directly related to the research objectives and it was not influenced by
geographical location. Therefore, these variables were manually discarded in the study
by using the select attribute tool in Rapidminer software. The process of converting data
from one form to another is known as data transformation. Data transformation is done
on Gender attribute (male = 0, female = 1). Moreover, there are some outliers in Age
and Credit Score attributes. For Age attribute in the churn category have 486 outliers
while in the not churn category have 13 outliers. The Credit Score attribute has only
11 outliers. In this study, all the outliers will be ignored since it consists only 0.05% of
the full data. There are several tuning parameters in SVM such as kernel, regularization,
gamma and margin. In this study, researchers only focus on the kernel dot. For DT, the
splitting criteria that researchers use is gain ratio. Moreover, feature selection is used
to minimize the number of input variables when building the predictive model. For this
study, feature selection under wrapper methods such as backward elimination, forward
selection and optimize selection is used. This study used a split data operator for data
partitioning. The dataset is partitioned into two parts which are train data and test data.
The ratio of the partition should be between 0 and 1. The sum of all ratios should be
1. Therefore, researchers will partition the dataset into 0.8 for train data and 0.2 for test
data. In terms of feature selection methods, three wrapper feature selection methods were
used: forward selection (FS), backward elimination (BE) and optimize selection (OS).

3.4. Model Preparation. Logistic regression is more flexible and has advantages com-
pared to discriminant analysis since it does not require rigid assumptions. The probability
of the dependent variable in logistic regression will be 1 (probability of success, p) or 0
(probability of failure, 1-p). This analysis generates a predictive equation, where the co-
efficient is used to assess the predictive capability of independent variables. This study
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Table 1. Data Description

Variable Name Description
Customer ID Account number
Credit Score The credit score
Country Country of residence

0: France
1: Germany
2: Spain

Gender Customer gender
0: Male
1: Female

Age Customer age (years)
Tenure How many years the customer is having bank account

in ABC Bank (years)
Balance Account balance (EUR)
Product Number Number of product from bank

0: 1
1: 2
2: 3
3: 4

Credit Card Whether customer have credit card or not
0: No
1: Yes

Active Member Whether customer is active member of bank or not
0: Not Active Customer
1: Active Customer

Estimated Salary Estimated Salary per year
Churn Churn Status

0: Not Churn
1: Churn

is used to achieve the objective of predicting customer churn in the banking industry.
Logistic regression equation is as Eq. (1)[18]:

ln

(
p

1− p

)
= β0 + β1X1 + β2X2 + · · ·+ β9X9 (1)

As a starting point, the two possible outcomes of customer churn were given the values
1 (churn) and 0 (not churn). Then, Eq. (1) expresses logistic regression in terms of
the natural log of its probabilities, where X1, X2, . . . , X9 are the input features (credit
score, country, gender, age, tenure, balance, product number, credit card, active mem-
ber and estimated salary). In contrast, the 10 parameters, β (the constant parameter),
β1, β2, . . . , β9 will be estimated. Decision Tree (DT) is a non-parametric supervised learn-
ing technique that can be employed for classification and regression. The objective is to
construct a model capable of predicting the value of a target property using simple rules
drawn from the dataset. The decision tree is constructed using a recursive partitioning
approach. It is a flowchart structure in which each internal node represents a test on an
attribute, and the paths from the root to the leaf reflect the categorization rules. There
are numerous criteria for dividing a large, heterogeneous population into smaller, more
homogeneous groups based on the specific target in a decision tree model, such as CART
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(Classification and Regression Trees), C4.5, CHAID (Chi-Squared Automatic Interaction
Detection), and QUEST (Quick, Unbiased, Efficient, Statistical Tree) [19]. Researchers
employ Decision Tree as a churn prediction model for two reasons: first, as they may pro-
duce findings that are simple to understand, and second, due to the type of data they use.
The decision Tree approach is appropriate for this type of data since the data used are
both category and numerical. This study will concentrate entirely on the default splitting
criterion of gain ratio. Typically, the decision tree is used to (1) Calculate the likelihood
that a given record belongs to each category and (2) Assign the record to the most likely
class classification (or category). It is straightforward to comprehend and decipher a de-
cision tree. Furthermore, this application requires no data preparation, whereas others
usually require data normalization, creating fake characteristics, and eliminating blank
entries. It is important to note, however, that this module does not support missing
data. Support vector machine (SVM) is a model for supervised machine learning or data
mining mainly used to sort problems into groups [20]. SVM has been widely utilized for
feature reduction, regression, novelty detection, and classification models. Both linearly
separable and non-linearly separable datasets can yield excellent results when using the
SVM method and it also can work even with insufficient data. In SVM, there are two-label
classifications, and it can deal with problems involving more than two classification levels.
SVM is better than other classification algorithms due to their ability to select a decision
boundary that optimizes the distance from all classes nearest data points. The maximum
margin classifier or maximum margin hyperplane is the name of the decision boundary
produced by SVM. Multiple automatic iterations can be produced using SVM to deter-
mine and select the optimal hyperplane since manual identification of the hyperplane is
highly challenging in real-world conditions. Data can be input and then transformed into
the format needed for processing by using a kernel function [21]. The mechanism for
manipulating the data in a Support Vector Machine is provided by a set of mathematical
operations. In order for a non-linear decision surface to turn into a linear equation in
a higher number of dimension spaces, Kernel function often changes the training set of
data. The dot product of the changed feature vectors is the only part of the objective
function that is optimizing to match the higher dimensional decision boundary.

3.5. Model Assessments. Using a confusion matrix, a technique used to summarize the
performance of a classification algorithm is one of the methods for assessing the predictive
accuracy of any model. However, classification accuracy alone can be misleading when
the number of observations in each class is equal. Ahmed et al. [22] says that making
a confusion matrix could show how often predictions are correct and how often they are
wrong compared to accurate data. The assessment measures can be evaluated using the
metrics mentioned above. The proportion of actual positive cases correctly recognized is
referred to as “sensitivity,” and the proportion of actual negative cases correctly identified
is known as “specificity.” If the model predicts more than 70% of the time correctly and
gets it wrong less than 30% of the time, it is considered to have a good prediction. The
area under the Receiver Operating Characteristic (ROC) curve is a measurement of a
two-dimensional area spanning from (0, 0) to (1, 1) underneath the complete ROC curve
(1, 1). It plots the actual positive rate, also known as sensitivity, and the false positive
rate, known as 1 - specificity. The area below the ROC curve represents the performance
over all possible categorization levels. It is the likelihood that a model will rank a random
positive case higher than a random negative case.

4. Result and Discussion.
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4.1. Descriptive Analysis. According to Table 2, the skewness values of the continu-
ous attributes fall within the range of -1 to 1 [23], and only estimated and credit score
attributes were normally distributed. Thus, the mean value of estimated, tenure, age,
balance and credit score can be used to represent the measure of the central tendency.
The average of estimated salary per year, tenure, customer credit score, customer’s age
and account balance were 100182.69 EUR, 4.98 years, 648.19, 41 and 81952.12 EUR. They
were also complete and free from any missing value. Therefore, the corrective action of
removing or imputing a value for the missing record was not carried out.

Table 2. Descriptive Statistics for Continuous Variable

Variable Name Skewness Mean Missing value
Age 0.563 41.08 0
Balance -0.330 81952.12 0
Estimated -0.001 100182.69 0
Credit Score -0.084 648.19 0
Tenure 0.030 4.98 0

Figure 2. Distribution of Churn before SMOTE

4.2. Predictive Analytics. Table 3 shows a summary of the results of the logistic re-
gression model’s performance measures while employing various feature selection methods.
Based on the table, logistic regression using backward elimination was chosen as the best
model as it had the highest accuracy (72.16%), precision (72.34%), specificity (72.57%),
and area under the ROC curve (0.782), with the lowest misclassification rate (27.84%).
Even so, logistic regression with forward selection had a better performance in terms of
sensitivity (72.44%). However, the sensitivity of logistic regression using backward elimi-
nation was still good enough as they were nearly identical to those of logistic regression
using forward selection, with 71.75%, respectively. Hence, the logistic regression model
with backward elimination was chosen as the best logistic regression model since it has
most of the best performance measures. In spite of that, the decision tree with optimize
selection had better performance in terms of sensitivity (85.56%). However, the sensitivity
of decision tree using forward selection was still good enough as they were nearly identical
to those of decision tree using optimize selection, with 77.78%, respectively. Hence, the
decision tree model with forward selection was chosen as the best decision tree model
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Figure 3. Distribution of Churn after SMOTE

since it has the majority of the best performance measures. Forward selection, backward
elimination and optimize selection were added in the SVM model and the results showed
the comparison measure for each selection method towards SVM model. In this study,
forward selection has the highest accuracy (71.09%) and sensitivity (77.97%) compared
to backward elimination and optimize selection. The SVM model with forward selection,
which shows the highest sensitivity value, effectively identifies bank customers who are
likely to churn and accurately predicts their actual churn behavior. Although SVM has
shown the highest value accuracy and sensitivity to classify bank customer churn, it still
has some disadvantages with the lower value of precision, specificity and area under the
ROC Curve. However, backward elimination shows that its precision (73.76%), specificity
(77.46%) and area under the ROC curve (0.772) have the highest percentage compared
to forward selection and optimize selection. The model performs better at differentiating
between the positive and negative classes when the ROC value is higher. Hence, a sup-
port vector machine with backward selection was chosen as the best model since most of
the performance measures in backward elimination have the highest percentage compared
with the performance measures in forward selection.

Table 3. Performance measures for each feature selection methods inte-
grated with classification model

Methods Acc(%) Pre(%) Sen(%) Spe(%) AUROC
FS + LR 71.25 70.75 72.44 70.06 0.756
BE + LR 72.16 72.34 71.75 72.57 0.782
OS + LR 70.40 69.99 71.44 69.37 0.740
FS + DT 77.46 77.29 77.78 77.15 0.844
BE + DT 77.34 76.22 79.47 75.20 0.842
OS + DT 77.28 73.40 85.56 68.99 0.829
FS + SVM 71.09 68.54 77.97 64.22 0.759
BE + SVM 70.40 73.76 63.34 77.46 0.772
OS + SVM 70.68 70.18 71.94 69.43 0.752

In order to find the best method for bank customer churn prediction, the findings
of the best model with feature selection was tabulated in Table 4. In comparison to
logistic regression using backward elimination and support vector machine using backward
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Table 4. Performance measures for the best method

Methods Acc(%) Pre(%) Sen(%) Spe(%) AUROC
BE + LR 72.16 72.34 71.75 72.57 0.782
FS + DT 77.46 77.29 77.78 77.15 0.844
BE + SVM 70.40 73.76 63.34 77.46 0.772

elimination, it was found that decision tree with forward selection had the best accuracy
(77.46%), precision (77.29%), sensitivity (77.78%), and area under the ROC curve (0.844).
A support vector machine with backward elimination, however, has the highest value of
specificity, which is 77.46%, indicating that this model has the ability to correctly identify
bank clients who will not churn. Additionally, compared to other measures, the accuracy
of the decision tree with the forward selection model was more effective in determining
the correct classification of bank customer churn which makes it the best model to predict
bank customer churn. Additionally, this model is better at separating the positive and
negative classes when the ROC curve value, which is 0.844, is higher compared to other
models. Therefore, ROC curves are useful in determining the best model to predict bank
customer churn. The findings in this study were not in line with a few previous studies
that have been done using the same dataset from Kaggle. This is because most studies
did not use the same feature selection which are backward elimination, forward selection
and optimize selection for comparison classification methods. However, artificial neural
networks appeared to do better overall performances, according to Chandarabi [24] who
employed the same dataset to compare supervised classification techniques but decision
trees can be considered as the second best model. Based on feature weight from each
selection, it will determine important attributes. From Table 5, it shows that different
feature selection methods choose different important features. Based on the best model,
which was a decision tree using forward selection, the features of Credit score, gender, age,
balance, product number, active member, estimated salary were important in predicting
customer churn. As a result, if a researcher from banks or finance institutions is planning
to build models to predict the customer churn, the variables of country and tenure should
not be prioritized when collecting data and should not be considered in the model. This
suggestion would reduce the burden of researchers on collecting specific data that was
proven to be not important in explaining the presence of customer churn.

Table 5. Important variables for the best method

Methods Important variables
BE + LR Credit score, gender, age, tenure, balance, product

number, active member
FS + DT Credit score, gender, age, balance, product num-

ber, active member, estimated salary
BE + SVM Credit score, gender, age, tenure, balance, prod-

uct number, credit card, active member, estimated
salary

5. Conclusion. In conclusion, decision tree using forward selection was found to be the
best model for predicting customer churn in the banking industry. since it performs the
best in terms of accuracy, precision, sensitivity, misclassification rate, and area under the
ROC curve in comparison to other models. It also was the best model for predicting
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customer bank churn cases. The SVM using backward elimination was the best model
for predicting customer bank does not churn cases since it performs the best in terms of
specificity.
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