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Abstract. Educational Data Mining (EDM) plays a vital role in discovering mean-
ingful relationships from educational data. In recent years, the application of EDM has
become an active research field for predicting the performance of students. In this paper,
we propose an EDM paradigm for classifying the students’ performance in programming
more precisely over real collected data. In the proposed EDM system, we investigate an
effective feature engineering process and an ensemble machine learning classifier to boost
the prediction performance. The classification process identifies the current programming
status of students into four groups: excellent, good, average, and weak. In particular, we
analyze Random Forest (RF) classifier and measure the performance using accuracy, pre-
cision, recall, f1-score, RMSE, kappa-score, and ROC. We train the RF model over 1700
data samples and the experimental results show that the predicting accuracy is 94%.
Keywords: Educational Data Mining, Machine Learning, Feature Engineering, Pro-
gramming Skill, Data Mining

1. Introduction. Data mining is the procedure of identifying data patterns and classi-
fying them into different classes in order to extract interpretable and useful information
from a large dataset [1]. Applying Machine Learning (ML) and data mining methods in
education is an emerging research field, referred to as Educational Data Mining (EDM)
[2]. In particular, the EDM process converts the educational field’s raw data into knowl-
edge that has a significant effect on both educational research and practice [3]. As ML
models’ performance largely relies on data representation [4], predicting the students’
performance in education management through EDM is a great concern. For instance, it
could recommend a proper suggestion to the lower-class students predicting their grades,
and help them overcome and solve all complications in their study. Nowadays, Computer
Science (CS) related courses are quite popular among students. As such, competition is
increasing rapidly in the job field of CS-related domains. It is considered that the perfor-
mance of programming skills is the most important factor to success in this domain. The
researchers in [5] predict that programming skills are the most efficient indicator of suc-
cess in CS. Students can prepare themselves before entering professional life by improving
their programming skills, which refer to a variety of skill-set, such as knowledge of differ-
ent computer programming languages, Knowledge of algorithms, problem understanding
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and solving capability, mathematical skills, technical skills, writing skills, creativity level,
passion for learning code, etc. Several data mining research works in educational data
processing have been conducted over the last decade, such as student behavior analysis,
academic data analysis, dropout prediction, etc. [6] [7].

In recent years, EDM has become one of the active research fields and we discuss here
the most related EDM research works. The authors in [8] predict the final result of the
engineering students’ by analyzing the first three-year results using regression algorithms.
They achieve 89.15% accuracy through Linear Regression (LR). In [9], the researchers use
DM techniques and video learning analytics to predict students’ final performance and
their experiment shows that Random Forest (RF) predicts accurately with an 88.3% ac-
curacy level. The study in [10] present a ML model that helps stakeholders and students
to choose a proper steam (science, humanities and commerce) for their higher studies.
Authors find that, extreme gradient boosting and Support Vector Machine (SVM) algo-
rithm’s performance were superior among the regressors algorithms. The researchers in
[11] present that the AdaBoost algorithm obtains a significant result to discover students’
problems that they would suffer in their courses such as system analysis and design and
mathematics. The authors use grades for those subjects as trainable attributes of the
ML models. The SVM and Artificial Neural Network (ANN) are effective at assessing
the performance in various engineering courses for individual students. However, the
multi-linear regression model produces an acceptable output to forecast all students’ per-
formance [12]. ANN, Naive Bayes Classifier (NBC), Decision Tree (DT) (C4.5), SVM,
and k-Nearest Neighbor (k-NN) classifiers were used in [13] to predict and improve the
assessment procedure of students’ performance assessment at the final examination. DT
(C4.5) algorithms can predict more accurately than other models with a 90% accuracy
level. A few research works have been presented to assess programming skills using the
EDM strategy. For instance, [14] presents to predict the performance of undergrad stu-
dents in the programming language C. They considered only 70 data samples and a few
features for this research. In that work, students are divided into three categories poor,
average, and good. Authors use the DT algorithm to classify them and DT achieves
87% accuracy. If they would take more features and samples in the training dataset,
the prediction result might be better. Another researcher in [15] predicts the student’s
programming skills for the tertiary level, providing an enhancing mechanism to develop
programming skills. Authors assess some key ML classifiers to predict the performance
in programming and RF shows the best result.

However, the current EDM approach in this domain has some drawbacks, such as re-
searchers do not use any effective feature engineering process. They just follow a simple
ML strategy directly. As such, in our proposed EDM system, we investigate an effec-
tive feature engineering process to improve prediction performance in programming skills
classification. The real collected dataset used in this study is obtained from [15]. This
dataset contains more than 1700 data samples with 36 features. We use the RF ensemble
classifier for training, and testing the data samples. RF predicts the performance of the
students in programming into four categories: excellent, good, average, and weak. To
what follows, the two key contributions of our work are as follows:

• Investigation of an effective feature engineering process to enhance the prediction
accuracy, and

• Analysis and investigation of the RF classifier for predicting the students’ program-
ming performance.

The rest of this article is organized as follows. Section 2 represents the overall approach
of the proposed EDM system and the methods and materials including the prepossessing
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of the dataset and ML classifier. The experiments and classification results are provided in
Section 3. To the end, Section 4 summarizes and concludes the findings and observations.

2. Proposed EDM Approach.

2.1. Overview of Proposed Methodology. In today’s world, technology is growing
faster and CS is one of the most demanded subjects for students. In the field of CS,
programming skills are a major concern. As such, students have to improve their pro-
gramming skills to present themselves as an expert professional. From this motivation, we
present our research to classify the students’ performance in programming more precisely.
We collect the dataset from existing research. The performance of ML models is largely
reliant upon the data representation. Therefore, we investigate an effective feature engi-
neering scheme to represent the dataset more interpretable to the ML model. Then, data
imbalance is a common problem in ML. We use the SMOTE data balancing technique
to balance the dataset. After preprocessing the dataset, we get an ML-trainable dataset,
which is then split into training and testing sets. Then, the trained dataset is trained
using the RF ensemble ML classifier. Finally, we evaluate the performance of the testing
dataset using the classical performance measurement metrics (accuracy, precision, recall,
f1-score, RMSE, kappa-score, and ROC). All experiments of this work are carried out
using the Python programming language. To this end, Figure 1 presents the overview of
the proposed EDM system.

Figure 1. Overview of the proposed EDM system.

2.2. Dataset Preprocessing. The dataset of this work contains over 1700 data samples
and 36 features for which we design an effective feature engineering process. To begin
with, we balance the imbalanced data using SMOTE. Table 1 represents the result of
applying SMOTE to the dataset. Then, we investigate an effective data representation
technique. We apply both One Hot Encoding and Label Encoding techniques to transform
the categorical values into numerical values for enhancing the data understanding of the
model. To do this, at first we calculate the number of unique values for each feature.
After a few trials, we apply One Hot Encoding on those features containing 3-5 unique
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values and apply Label Encoding to other features. This leads to our final ML-trainable
dataset.

SMOTE: SMOTE is an oversampling method widely used in ML for imbalance data
handling with high-dimensional data [16]. In order to increase the features or instances
number, the SMOTE technique creates randomly new instances or samples of the minority
class instances from the line connecting the minority class of instances nearest neighbors.

One Hot Encoding: One Hot Encoding makes the data more understandable to
the model [17]. For each distinct level of a categorical attribute or feature, a new variable
is created in this encoding technique and each class or category is mapped to a binary
variable that can either be 0 or 1. Thus, 0 is referred to as the absence of that class or
category and 1 is referred to as its presence [18].

Label Encoding: In Label encoding, retaining the order is crucial. As a result, the
encoding ought to reflect the sequence. Each label is mapped into an integer value in
label encoding technique [18].

Table 1. Applying SMOTE to the dataset.

Excellent Good Average Weak
Before applying SMOTE 564 307 346 503
After applying SMOTE 564 564 564 564

2.3. ML Model. After preparing the ML trainable dataset, we split this dataset for
training and testing. Then, we train this dataset with the RF ensemble classifier to
predict students’ programming performance. We try different hyperparameter values for
the RF classifier and we use optimal hyperparameter values n estimators = 100, ran-
dom state=42.
Random Forest: RF is a decision trees-based ensemble ML learning algorithm [19]

that takes a number of decision trees on various subsets from the main dataset and
takes the average result to increase the predictive accuracy of the given dataset. This
algorithm can predict categorical as well as continuous data using classification and re-
gression methods. Each decision tree uses a simple deterministic probability to select
randomly the significant relevant feature of data samples and takes randomly the subset
of the given dataset as ML trainable data [20]. Consecutively, the data is split into the
relatively same sets for each tree which are simply denoted as nodes, to enhance the pre-
diction accuracy of testing data. These dividing nodes are identified using the predictor
vector value. Vectors that split the datasets are sometimes named critical vectors. The
RF classifier fits a variety of predefined bootstrapped datasets on various decision trees.
The mode of the classes from all decision trees is a categorical response of the predicted
value. The predicted result is the average value of the fitted response of an uninterrupted
response from all the independent trees of each bootstrapped sample. Simply, instead of
depending on one decision tree, it takes the prediction from the individual tree, and on
the basis of averaging or majority votes of predictions, RF predicts the final output [21].

2.4. Model Evaluation. To evaluate the performance of the RF classifier for predicting
students’ programming performance, we employ the key widely used performance mea-
surement metrics, which are accuracy, precision, F1-score, and recall [22]. In an ML
model accuracy is referred to as the testing accuracy [23], which states the percentage of
the dataset’s actual value that approves with the predicted value, and it helps to clas-
sify the students. Precision calculates the positive predictive value or probability of a
positive test result [24]. As we categorize the students’ according to their performance
in programming, precision specifies that the percentage among them those are exactly



An EDM System for Predicting Students’ Programming Performance 67

Figure 2. Working process of RF classifier in the top-down approach.

classified into the specified categories of students (excellent, good, average, and weak).
Recall specifies the probability value of true positives (TP) from total predicted positive
values by the ML model [25]. F1-score practices to make fast actions concerning related
methods. The value of the F1-score is gained from recall and precision. In the imbalanced
dataset, sometimes precision, F1-score, and recall are assumed as more effective perfor-
mance measurement metrics than accuracy [26]. ML model produces True Positive (TP),
True Negative (TN ), False Positive (FP), and False Negative (FN ) values while training.
Performance measurement tools of ML are constructed using TP, TN, FP, FN values as
follows [27]:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 Score = 2 ∗ Precision ∗Recall

Precision + Recall
(4)

3. Result and Discussion. We perform experiments in two steps. At first, we split the
ML trainable dataset into a 70:30 ratio for training and testing. In the next step, we
divide the ML trainable dataset into a 60:40 ratio for training and testing. In the first
experiment, RF achieves 94% accuracy, and in the next experiment with a 60:40 ratio
RF achieves 93% accuracy. Table 2 and Table 3 represent average accuracy for all classes
and precision, recall, and f1-score for individual classes of RF classifier for 70:30 and
60:40 dataset split, respectively. In the first experiment, the average result of precision,
recall, and f1-score is 94%, and in the next experiment with a 60:40 ratio average value
of precision, recall, and f1-score is 93%.

In addition, we use RMSE, Cohen’s kappa coefficient and the ROC curve to present
how the model is fit between the model and the dataset. The value of RMSE shows how
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Table 2. Classification results, rmse score, and kappa score of RF classifier
for 70:30 dataset split.

Class Accuracy Precision Recall F1-score RMSE Kappa-score
Excellent

0.94

0.93 0.94 0.93

0.26 0.93
Good 0.93 0.96 0.97
Average 0.97 0.94 0.93
Weak 0.93 0.92 0.92

Table 3. Classification results, rmse score, and kappa score of RF classifier
for 60:40 dataset split.

Class Accuracy Precision Recall F1-score RMSE Kappa-score
Excellent

0.93

0.92 0.91 0.90

0.30 0.92
Good 0.93 0.96 0.97
Average 0.95 0.92 0.93
Weak 0.93 0.92 0.92

Figure 3. ROC curve for 70:30 dataset split.

significantly a trained model fits the testing dataset. Cohen’s kappa coefficient represents
the relationship between investigational accuracy and expected accuracy. From Table 2
and Table 3, we can see that RMSE and Kappa-score for all classes best fit for 70:30
dataset split and the value of RMSE and Kappa-score are 26% and 93%. ROC curve
represents the relationship of the TP rate vs the FP rate [15]. Fig. 3 and Fig. 4 shows
the ROC curve for the 70:30 and 60:40 dataset split, respectively. Finally, Fig. 3 shows
that the ROC curve is best fitted for all classes.

Comparison with the Existing Works: To this end, from Table 4, we can see
that the EDM studies in this domain obtain 80-91% accuracy while in our proposed EDM
system RF obtain 94% accuracy which is better than previous research works in this
domain. We only consider the best classifier in each case and finally compare it with our
proposed method. The proposed EDM outperforms all the models in terms of accuracy.
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Figure 4. ROC curve for 60:40 dataset split.

Table 4. Works on existing literature and comparison with the proposed
EDM system.

Method Objective Classification Tech-
niques

Best Classi-
fier (Accu-
racy)

Adekitan et
al. [8]

Analysis of the performance
of engineering students

Regression models LR (89%)

Hasan et al.
[9]

Predicting Higher Educa-
tional Institutions students’
performance

RF, LR, NBC, SVM RF (88%)

Huang et al.
[12]

Evaluating Performance in an
Engineering Course

ANN, MLR and SVM ANN (89%)

Livieris et al.
[13]

Improving the assessment
procedure of students’ per-
formance

ANN, NBC, SVM, DT
and k-NN

DT (90%)

Pathan et al.
[14]

Predicting undergrad stu-
dent’s performance in
programming C

DT (ID3) DT (87%)

Marjan et al.
[15]

Classification of tertiary stu-
dents’ programming skill

DT, SVM, ANN, RF,
NBC, k-NN

RF (91%)

Proposed
EDM

Predict students’ perfor-
mance in programming

RF RF (94%)

4. Conclusion and Future Work. In this paper, we have proposed an EDM system
that predicts students’ performance in programming more accurately than previous mod-
els. To do this, we investigate an effective feature engineering process. To classify students’
performance, we train the dataset with an RF classifier and to evaluate the performance,
we perform our experiments with two training and testing ratios. All experimental re-
sults show that the RF classifier obtains a 94% accuracy level to predict the student’s
performance in computer programming. In this research, we do not present how the
model works for individual classification of the dataset. In the future, we could add ex-
plainability to explore important features responsible for the classification process, which
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would be helpful for recommendations for the students to improve their performance in
programming.
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