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Abstract. With the popularization of the Internet and the widespread application of
digital technology, digital products have become extremely rich and convenient to spread.
At the same time, the problem of copyright protection has become increasingly prominent.
The shortcomings of traditional information security technology in the protection of copy-
right of digital products have led to the development of digital watermarking technology.
This paper proposes an improved watermarking technique based on a meta-heuristic algo-
rithm to achieve reduced memory usage and improved robustness of digital watermarking.
In this paper, the Sparrow Search Algorithm (SSA) and Discrete Wavelet Transform-
Singular Value Decomposition (DWT-SVD) are combined. We use the improved SSA
algorithm to find the appropriate embedding factor and thus improve the robustness of
digital watermarking. Also, this method is applied to Quick Response (QR) code to em-
bed digital watermarks without affecting the correct decoding. Experiments show that the
method is able to achieve high invisibility and robustness.
Keywords: Quick Response code, Discrete Wavelet Transform, Singular Value Decom-
position, sparrow search Algorithm, Compact Strategy, parallel Strategy

1. Introduction. As an emerging technology solution, digital watermarking has a broad
application prospect in copyright protection [1, 2, 3, 4, 5]. Watermarks are used every-
where in daily life as a means of copyright declaration and protection. Digital water-
marking is the embedding of some identification information directly into a digital carrier
without affecting the original carrier and without being easily perceived or noticed by the
human perceptual system. Thus it can achieve the purpose of hiding information [6, 7].

There are many different ways to classify digital watermarking. According to the char-
acteristics of the watermark, it can be divided into robust watermark [8, 9, 10, 11] and
fragile watermark [12, 13]. Robust watermarking requires the embedded watermark to be
able to withstand a variety of common editorial processing. Fragile digital watermarks
need to be sensitive enough to changes in the signal. This is because it is possible to
determine whether data has been altered based on the state of the fragile watermark.
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According to the different ways of embedding information, digital watermarking technol-
ogy solutions can be divided into spatial domain embedding solutions [14] and transform
domain embedding solutions [15, 16].

The common method of spatial domain embedding scheme is to achieve the secret
embedding of watermark information by directly modifying the lowest significant bit of
the image pixel value. This method has little impact on the visual quality of the image,
but the robustness is also low, and the watermark information can be easily attacked.
Another common method is to embed information into the luminance value of a pixel
using the statistical characteristics of the pixel. Among the transform domain embedding
schemes, the common methods are Discrete Fourier Transform (DFT) [17], Discrete Co-
sine Transform (DCT) [18, 19], and Discrete Wavelet Transform (DWT) [20, 21, 22, 23].
Singular value decomposition (SVD) [24, 25, 26, 27] is usually used to extract the feature
values of images to achieve dimensionality reduction and image compression. In digital
watermarking techniques, it can be used to improve the robustness of watermarking.

Quick Response (QR) code [28, 29] is a matrix two-dimensional bar code symbol that
has many advantages. For example, it can store more information and has high reliability.
Since the emergence of QR code has developed rapidly, in recent years, scholars began to
study the QR code as the original image is embedded with secret information.

Traditional optimization algorithms have the advantages of high computational effi-
ciency, strong reliability, and comparative maturity, and are the most important and
widely used class of optimization algorithms. However, traditional optimization algo-
rithms are not suitable for application to complex and difficult optimization problems.
The intelligent optimization algorithm [30, 31, 32, 33, 34] is a new type of biological
heuristic computational method inspired by observing various behaviors of social bio-
logical groups. From the viewpoint of practical applications, intelligent optimization
algorithms are not constrained by the objective function and sometimes even have no
analytic expressions. In particular, facing the continuity and concavity of the function,
the intelligent optimization algorithm embodies a great advantage. Therefore, intelligent
optimization algorithms are widely used in engineering and daily life. There are many in-
telligent optimization algorithms, such as Particle Swarm Optimization (PSO) [35], Grey
Wolf Optimizer (GWO) [36, 37, 38], Differential Evolution (DE) [39, 40], Genetic Algo-
rithm (GA) [41, 42], Phasmatodea Population Evolution Algorithm (PPE) [43, 44, 45, 46],
Cat Swarm Optimization (CSO) [47, 48] and so on.

Sparrow Search Algorithm (SSA) [49] was proposed in 2020 inspired by the foraging and
anti-predatory behaviors of sparrows. It shows high superiority in both search capability
and convergence speed. However, the algorithm still faces the problem of not being able
to leap out of the local extremes at the late stage of the algorithm search, just like the
rest of the intelligent algorithms.

Many different optimization methods have been combined with SSA and applied to
different areas. [50] proposed an improved SSA and used this method for bionic route
planning for mobile robots. [51] use logistic mapping, adaptive hyperparameters, and
variational operators to optimize SSA and use this approach for random configuration
networks. [52] introduced fractional-order chaos and Pareto distribution in SSA and used
this method for iris recognition to improve iris recognition accuracy.

However, there is no improved method of the SSA used to reduce memory usage. This
paper proposes an improved SSA by combining parallelism and compact method, which
are applied to watermark and QR code. We first reduce memory usage by using compact,
and then use parallelism and communication strategies to optimize the search capability
and convergence speed of SSA.
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The compact [53, 54, 55] is to use a probabilistic model to represent the original pop-
ulation, using a virtual population instead of the original population. Many algorithms
using compact have been proposed, such as compact genetic algorithm (CGA) [56], com-
pact particle swarm optimization (CPSO) [57], compact artificial bee colony optimization
(CABC) [58], etc. Using compact alone to optimize the algorithm tends to trap the al-
gorithm in a local optimum. Therefore, the combination of parallelism and compact is a
good approach.

In this paper, a new algorithm is proposed considering the drawbacks of the origi-
nal SSA, the robustness requirement of digital watermarking, and the sensitivity of QR
codes. The ideas of compact [59, 60] and parallelism [61, 62] are added to the original
SSA. Two communication strategies, intra-group communication strategy and inter-group
communication strategy, are also used.

The following are the main contributions:

• Combining compact with parallelism achieves both memory reduction and avoids
the drawbacks caused by using compact.

• The intra-group communication strategy can accelerate convergence by replacing the
worst value with the best value.

• Lévy flight is used in the inter-group communication strategy, which prevents falling
into local optima.

• The improved algorithm can achieve lower distortion and higher robustness when
applied to watermark and QR code watermark.

The rest of the paper is organized as follows. Section 2 briefly introduces SSA, compact,
and DWT-SVD. Section 3 describes our improvements to the original SSA. Section 4
explains in detail how to combine the improved algorithm with watermarking and apply
it to QR code. Section 5 presents and discusses the results of the experiments. Finally,
Section 6 gives a conclusion.

2. Related Works. This section describes the SSA and compact in detail and the
method of watermark embedding and extraction.

2.1. sparrow search algorithm. The SSA is a meta-heuristic algorithm that use a
mathematical Models to find the optimal solution of the optimization problem. Like
most other meta-heuristic algorithms, the initial solution of SSA is multiply randomized,
and then a mathematical model is used to find the optimal solution. The most obvious
feature of SSA is that it has multiple variables that are used in different phases and
achieve different roles.

In the SSA, sparrows contain producers and scroungers. Producers are responsible
for finding food for the entire population while guiding scroungers. The scroungers use
producers to get food. The location of the sparrow is represented by a matrix of size n*d.

X =


x1,1 x1,2 · · · · · · x1,d

x2,1 x2,2 · · · · · · x2,d
...

...
...

...
...

xn,1 xn,2 · · · · · · xn,d

 (1)

where n denotes the size of the population and d is the size of dimensions.
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The following matrix represents the fitness values of sparrows.

Fx =


f ([x1,1 x1,2 · · · · · · x1,d])
f ([x2,1 x2,2 · · · · · · x2,d])

...
...

...
...

...
f ([xn,1 xn,2 · · · · · · xn,d])

 (2)

The producers with better fitness values were given priority in obtaining food and acted
as a spotter to lead the whole population towards the food source.

When an individual in the population encounters a predator, it will send a signal value.
When this signal value exceeds the threshold, all sparrows will return to the safe area.
The location of the producer is updated as below:

xt+1
i,j =

{
X t

i,j · exp
(

−i
α·imax

)
if A < T

X t
i,j + r ·M1 if A ≥ T

(3)

where t and j are the current iteration and dimension, respectively. The X t
i,j is the value

of the j-th dimension of the i-th sparrow at iteration t. The imax is the maximum number
of iterations. The α (α ∈ [0,1]) is a random number. The A (A ∈ [0, 1]) and T (T ∈
[0.5, 1.0]) represent the alarm value and the safety threshold respectively. The r is a
random number that obeys normal distribution. The M1 is a vector of dimension d and
all elements are 1. When A < T , the producer continues to search for food, and when
A ≥ T , all sparrows quickly fly to the safe area.

The position of the scroungers is updated as below:

X t+1
i,j =

{
r · exp

(
xt
worst −xt

ij

i2

)
if i > n/2

xt+1
o +

∣∣X t
i,j −X t+1

o

∣∣ ·M+
2 ·M1 otherwise

(4)

where Xo is the optimal position of the producer. The xt
worst denotes the current global

worst location. The M2 is a d-dimensional vector consisting of 1 or -1 and M+
2 =

MT
2

(
M2M

T
2

)−1
. When i > n/2, This indicates that the ith scrounger has a low fitness

value and is in great need of access to food.
The following formula represents the reconnaissance warning behavior of the sparrow.

X t+1
i,j =

 xt
best + β ·

∣∣X t
i,j −X t

best

∣∣ if fi > fglobal

X t
i,j +K ·

(
|Xt

i,j−Xt
worst |

(fi−fworst)+ε

)
if fi = fglobal

(5)

where Xbest is the current global optimal location. The β is a random number that follows
a normal distribution. The K is a random number between -1 and 1, representing the
direction of movement of the sparrow. Here fi is the fitness value of the present sparrow.
fglobal and fworst are the current global best and worst fitness values, respectively. To
avoid a zero denominator, Eq. (5) has a very small constant ε.

The fi > fglobal means the sparrow is in a safe area. The fi = fglobal means the sparrow
is aware of the danger.

2.2. Compact scheme. The compact is a way to describe the distribution of the popu-
lation using the probability model. The macroscopic probability distribution of the entire
population is represented by a 2*n matrix, as shown in Eq. (6).

PV t =
[
µt, σt

]
(6)

where µ and σ denote the mean and standard deviation, respectively. The t denotes the
number of current generations. The initial value of µ is set to 0 and the initial value of σ
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is set to a constant λ. In this paper, we set the value of λ to 10, so that yes initially has
a truncated wide shape normal distribution.

The PV is associated with the probability density function (PDF) as shown in Eq. (7).

PDF(truncNorm(x)) =
e
− (x−µ[i])2

2σ[i]2

√
2
π

σ[i]
(
erf
(

µ[i]+1√
2σ[i]

)
− erf

(
µ[i]−1√
2σ[i]

)) (7)

where erf is the error function.
The corresponding cumulative distribution function (CDF) can be calculated according

to the PDF, as shown in Eq. (8) and Eq. (9).

CDF =

∫ x

−1

PDF dx =

∫ x

−1

√
2
π
e−

(x−µ)2

2σ2

σ
(
erf
(

µ+1√
2σ

)
− erf

(
µ−1√
2σ

) dx (8)

CDF =
erf
(

µ+1√
2σ

)
+ erf

(
x−µ√
2σ

)
erf
(

µ+1√
2σ

)
− erf

(
µ−1√
2σ

) (9)

PDF constructs a macro probability distribution based on the overall distribution, and
CDF uses the probability distribution to describe the actual solution of the overall. In
the process of the execution of the algorithm, initial random solutions are generated by
the inverse CDF, as shown in Eq. (10).

y =
√
2 δ erf−1

(
− erf

(
µ+1√
2δ

)
− xerf

(
µ−1√
2δ

)
+x erf

(
µ+1√
2δ

))
+ µ

(10)

Comparing the two generated solutions, winner denotes the solution with the better
fitness value and loser denotes the solution with the worse fitness value. Using these two
variables to update µ and σ, as shown in Eq. (11) and Eq. (12).

µt+1[i] = µt[i] +
1

Np

(winner[i]− loser[i]) (11)

(
σt+1[i]

)2
=
(
σt[i]

)2
+
(
µt[i]

)2 − (µt+1[i]
)2

+
1

Np

(
winner[i]2 − loser[i]2

) (12)

2.3. Digital watermarking and QR code. Discrete Wavelet Transform-Singular Value
Decomposition (DWT-SVD) is a common digital watermarking algorithm, and this method
is divided into two steps. The first step is to perform DWT on the image. After one level
of DWT, the image will be decomposed to obtain four frequency bands. The second step
is to perform singular value decomposition on the watermark and the image after DWT,
and then embed the information into the selected frequency band.

The image will get four subgraphs after DWT, which are the low-frequency approxi-
mation subgraph (LL), the horizontal detail subgraph (HL), the vertical detail subgraph
(LH), and the high-frequency detail subgraph in the diagonal direction (HH). The low
frequency contains the main content of the image and is very similar to the original image,
while the high-frequency part can be considered as the redundant noisy part of the im-
age. The obtained four frequency bands are of the same size are one-fourth of the original
image size.
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Matrix singular value decomposition is a numerical algorithm that diagonalizes a matrix
as shown in the following equation.

Ma×b = Ua×a × Ca×b × VT
b×b (13)

It is usually used to extract the eigenvalues of an image to achieve dimensionality reduction
and image compression. The image will get three matrices after SVD decomposition, the
left singular matrix U, the singular value matrix C, and the right singular matrix V. The
matrix C is the diagonal matrix with the singular values arranged from largest to smallest.
The matrix U and matrix V are orthogonal matrices.

The singular value of an image characterizes the intrinsic nature of the image and is
extremely stable, so the singular value of the image does not change significantly when
small perturbations are applied to the image.

The two-dimensional bar code is a specific geometric figure in the plane (two-dimensional
direction) according to a certain pattern of distribution of black and white graphics to
record data symbol information. It can be divided into stacked(rowed QR barcodes)
and matrix two-dimensional bar codes. QR code is currently the most popular matrix
two-dimensional bar code.

QR code has many advantages such as the large capacity of information storage, error
correction function, readability from any direction, and support for data merging function.
Most people who see a QR code usually choose to scan it to get information instead of
attacking the image, so it is a very good way to hide information on QR code. Although
the QR code has an error correction function, its tolerance is limited, so it may not be
decoded correctly after embedding the watermark. In this paper, we use an intelligent
optimization algorithm to find a more suitable embedding position so that the QR code
embedded watermark can still be decoded correctly.

3. The designs for improved SSA. This part is about the improvement of the al-
gorithm. Our improvement of the algorithm consists of two parts, the first part is to
integrate the compact on the original algorithm. The second part is to add the grouping
idea considering the disadvantages to the algorithm after adding the compact.

3.1. Compact SSA. We first add the idea of compact to the algorithm. The pseudocode
is shown in Algorithm 1. Initially, we set the population size Np, the dimension d, the
upper and lower bounds ub, lb. As we mentioned in Section 2.2, the PV vectors µ and σ
are initialized to 0 and 10. The best represents the global optimum and is initialized to the
upper bound. The fmin represents the corresponding adaptation value and is initialized
to infinity. This makes it possible that after the first iteration, fmin will definitely be
updated.

After setting the initial values, the algorithm starts iterating. We first use Eq. (10)
to generate a random initial solution, and Eq. (14) to control the generated solution
within the range. Then the solution is updated according to the SSA algorithm. The
solution before the update is compared with the solution after the update, and the better
solution is set as winner and the worse solution is set as loser. Then update the pv vector
according to winner and loser. Finally, compare the adaptation value corresponding to
winner with fmin and update the global optimum.

x1 =
x

2
(ub− lb) +

1

2
(ub+ lb) (14)
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Algorithm 1 Ccompact SSA

Input: Np, d, ub, lb
Output: best, Fmin

1: for i=1:d do
2: initialize µ=0, σ=λ=10;
3: initialize best=ub, fmin=inf ;
4: end for
5: while t<Max Gerneration do
6: Get x1 via Eq.(10) ;
7: Update x1 to get x2 via Eq.(3), Eq.(4) and Eq.(5);
8: [winner, loser, fitwinner] =compete (x1,x2);
9: for i=1:d do

10: Update PV via Eq.(11), Eq.(12);
11: end for
12: if fitwinner<fmin then
13: best=winner; fmin=fitwinner;
14: end if
15: end while

3.2. Parallel communication strategy. After adding the idea of compact, there will
inevitably be problems such as easy to fall into local optimum and too slow convergence.
To solve these problems, we propose a new algorithm: parallel compact sparrow search
algorithm (PCSSA). PCSSA adds the idea of parallelism and certain strategies to the
original SSA to improve the search capability and speed up the convergence.

Parallelism is the division of the population into multiple groups in the initial phase,
with each subgroup calculated independently and communicated after each iteration. We
propose two communication strategies, intra-group communication strategy, and inter-
group communication strategy.

The intra-group communication strategy is to compare all fitness values after one itera-
tion per group, and the worst value within the group is replaced with the best value within
the group. In this way, the convergence speed of the algorithm has been improved. The
inter-group exchange strategy is a levy flight update of the optimal values for each group
except the optimal group after one iteration, and then each group compares the fitness
values to select the global optimum. In this way, the search capability of the algorithm is
improved. The pseudocode is shown in Algorithm 2.

4. Proposed watermarking scheme. This part mainly introduces how to combine
the algorithm with the watermarking method, the specific methods of embedding and
extracting the watermark, and QR code watermarking.

4.1. Watermark embedding phase. Our proposed watermarking method is based on
DWT-SVD using PCSSA to choose a more appropriate embedding factor to balance
invisibility and robustness. The original image we selected is an RGB image of size
512*512, and the watermark is a grayscale image of size 128*128. The specific embedding
process is shown in Figure 1.

Before embedding the watermark, we performed Arnold transform on the watermark.
Arnold transform is a common method in the process of information hiding, which is
used to scramble the image by changing the pixel position. This method can ensure the
security of the information. After dislocating the watermark, we first extracted three
components matrices R, G, B, of the original image and performed three-level DWT on
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Algorithm 2 PCSSA

Input: d, Np, ub, lb, g
Output: gbest, fmin

1: Set the number of groups g, each group is Gi;
2: initialize G[i].PV , G[i].best and G[i].fmin of each group;
3: initialize gbest=G[1].best, Fmin=G[1].fmin;
4: while t<Max Gerneration do
5: for i=1:g do
6: Get x1 via Eq.(10) ;
7: Update x1 to get x2 via Eq.(3),Eq.(4) and Eq.(5);
8: [winner, loser, fitwinner] =compete (x1,x2);
9: for i=1:d do
10: Update G[i].PV via Eq.(11), Eq.(12);
11: end for
12: if fitwinner<G[i].fmin then
13: G[i].best=winner; G[i].fmin=fitwinner;
14: end if
15: Fmin=min(G.fmin), gbest is the corresponding individual position.
16: Change the worst individual to the best individual by the sorting statement;
17: end for
18: for i=1:g do
19: if G[i].fmin ̸= Fmin then
20: Update G[i].best and G[i].fmin with levy flight
21: if G[i].fmin < Fmin then
22: Fmin=G[i].fmin, gbest=G[i].best
23: end if
24: end if
25: end for
26: end while

the G component. And then performed one-level DWT on the watermarked image. After
that, performed SVD on each subband of the original image and watermark. We embed
the watermark information by modifying the singular values of the original image and
choose the following formula to embed the watermark.

Cw
i = Ci + q × Ciw (15)

where Cw
i is the singular value after embedding the watermark, Ci represents the singular

value on the original image and Ciw represents the singular value at the corresponding po-
sition on the watermarked image. q represents the embedding factor, which is determined
by our optimization algorithm.

Based on the purpose of balancing invisibility and robustness, the objective function is
designed as follows:

f(q) =
1

PSNR (I, I ′) +
∑n

i=1 PSNR (W,W ′)
(16)

where I, I ′, W , and W ′ represent the original image, watermark image, original wa-
termark, and extracted watermark respectively. num is set to three. That means we
randomly select three methods from nine attacks. The nine attack modes are cropping
the image, image brightening, image darkening, increasing contrast, reducing contrast,
product noise, Gaussian noise, 45-degree rotation, and histogram equalization attacks.
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After determining the embedding factor and embedding the watermark information,
the G-component of the embedded watermark is obtained by inverse SVD and inverse
DWT of the obtained information, and then it is merged with the R-component and
B-component to obtain the RGB image of the embedded watermark.

Figure 1. Embedding Process

4.2. Watermark extraction phase. The process of extracting the watermark is the
reverse process of embedding the watermark. Figure 2 illustrates the specific process of
extracting the watermark First, extract the G-component of the watermarked image, then
perform three-level DWT and SVD on the G-component. According to the embedding
method, the embedding factor is determined. Refer to the embedding formula, we can
get the formula for extracting the watermark now, as in Eq. (17).

C ′
iw =

(Cw
i − Ci)

q
(17)

Then we can get the modified DWT coefficients, perform the inverse DWT and inverse
SVD on these coefficients, and finally recover the original watermark according to our
scrambling method.

Figure 2. Extraction process

4.3. QR code watermarking with PCSSA. We propose to use PCSSA to optimize
the embedding factor of DWT-SVD and apply this method to QR code watermarking. QR
codes are very common in our daily life. Login system, download applications, payment
and so on all use QR code. Although the QR code has the advantages of a large amount
of information and a wide range of encoding. But there are still some disadvantages, such
as the fault tolerance is not enough. This means that if the distortion of the QR code
watermark derived from our experiments is large, it cannot be decoded to yield the correct
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information. This poses some challenges for our experiments. Beautified QR codes are
also very common in life. Our experiment uses a beautified QR code, as shown in Figure
7(a).

The specific method of embedding the watermark is the same as in Section 4.1. Before
embedding the watermark, the watermark is scrambled, and then DWT and SVD are
executed on the QR code and the scrambled watermark. After that, the optimization
algorithm is used to find the most suitable embedding factor, and finally, the inverse
SVD and inverse DWT are executed to obtain the watermarked QR code. Again, the
method of extracting the watermark is the same as in Section 4.2. Perform DWT and
SVD on the watermarked QR code, and then determine the embedding factor according
to the embedding method. The watermark is extracted based on the embedding factor.
Finally, the inverse SVD and inverse DWT are executed to complete the extraction of the
watermark.

5. Experiments. This section mainly evaluates the advantages and disadvantages of
optimized algorithms and watermarking methods, which include three parts, benchmark
functions test, combination with watermark method, and application of two-dimensional
code. All algorithms are implemented in MATLAB2021a. All experiments are conducted
on a machine with an Intel(R) Core(TM) i7-6700HQ 2.60GHz CPU and 8GB memory
running Windows.

5.1. Benchmark function testing for two algorithms. The experiment test in cec2013
is discussed in this subsection. The equations of functions and the minimum of unimodal
functions, basic multimodal functions, and composition functions are given in Table 1,
Table 2, Table 3. Under 28 test functions, improved SSA is compared with PSO, original
SSA, and SCA. To ensure the validity of the experimental results, tested all the algorithms
used in the experiment 30 times and calculated the optimal value, the average value, and
the average value of the deviation. The number of initial solutions and initial solutions
was 100 and 1000. The dimension was set to 30 and the search range is -100 to 100. All
algorithms have the same number of function calls. Table 4, Table 5, Table 6 respectively
show the comparison of results with unimodal functions, basic multimodal functions, and
composition functions.

A unimodal function is a real-valued function with only one strictly local extremum
in the considered interval. It has no local traps and globally optimal solutions, and it
can evaluate the convergence speed of the algorithm. A multimodal function is a real-
valued function with only multiple extreme values in the considered interval. It can verify
whether the algorithm will fall into a local trap. The composite function has a more
complex structure, which can test the performance of the algorithm more comprehensively.
According to Table 4, among the five unimodal functions, for f4, PSO has a better effect.
For the other four functions, PCSSA has a better effect. According to Table 5, among
the basic multimodal functions, PCSSA wins eight times on Mean and wins nine times
on Std. According to Table 6, among the eight composite functions, PCSSA wins five
times on Mean. Overall analysis, PCSSA can achieve better optimization capabilities,
especially in terms of average performance.

5.2. Imperceptibility test. The experiments use the optimized SSA to select the ap-
propriate embedding factor while comparing it with other common algorithms on images
and data. Our experiments used Mean Square Error (MSE), Peak Signal to Noise Ratio
(PSNR), Structural Similarity (SSIM), Feature-Similarity (FSIM), Gradient Magnitude
Similarity Deviation (GMSD) as a quality evaluation criterion.
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Table 1. Unimodal functions

No. Function equation Minimum

f1 f1(x) =
∑D

i=1 z
2
i + f∗

1 , Z = X − 0 -1400

f2 f2(x) =
∑D

i=1

(
106

) i−1
D−1 z2i + f∗

2 , Z = TOSZ (M1(X −O)) -1300

f3 f3(x) = z21 + 106
∑D

i=2 z
2
i + f∗

3 , Z = M2T 0.5
asy (M1(X − 0)) -1200

f4 f4(x) = 106z2i +
∑D

i=2 z
2
i + f∗

4 , Z = TOSZ (M1(X − 0)) -1100

f5 f5(x) =
√∑D

i=1 |zi|
2+4 i−1

D−1
+ f∗

5 , Z = X − 0 -1000

The MSE represents the mean square error between the watermarked and original
image.

MSE =
1

M ∗ N

∑
i

∑
j

(I(i, j)− J(i, j))2 (18)

I(i, j), J(i, j) represent the pixel values at the corresponding coordinates of the two
images. M*N represents the size of the image. The smaller the value of MSE means the
closer the two images are and the less distortion there is.

PSNR is an objective standard for evaluating images. It is the ratio of peak signal
energy to MSE.

PSNR = 10 log10

(
(2n − 1)2

MSE

)
(19)

where n is the number of bits per pixel, generally taken as 8, representing a pixel grayscale
of 256. The watermarking scheme is considered imperceptible when the PSNR is higher
than 36 dB. PSNR is one of the most common and widely used metrics for the objective
evaluation of images. It is based on the error between the corresponding pixel points.
However, such a way of evaluation does not take into account the visual perception of the
human eye. As a result, sometimes the results obtained are not consistent with subjective
human perception.

SSIM is a measure of the similarity of two images.

SSIM(x, y) =
(2µxµy + C1) (2δxy + C2)(

µ2
x + µ2

y + C1

) (
δ2x + δ2y + C2

) (20)

The µx and µy denote the mean values of images x and y respectively. The δx and δy
denote the standard deviation of images x and y respectively. C1, C2, and C3 are constants
to avoid the denominator being 0 and maintain stability.

The main features of FSIM are phase consistency and gradient amplitude of the image.
FSIM is designed for grayscale images. Since our original image is a color image, we use
FSTMC as the evaluation indicator. The specific symbolic meaning in Eq. (21) can be
found in [63].

FSIMC =

∑
x∈Ω SL(x) · [SC(x)]

λ · PCm(x)∑
x∈Ω PCm(x)

(21)
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Table 2. Basic multimodal functions

No. Function equation Minimum

f6 f6(x) =
∑D−1

i=1

(
100

(
z2i − zi+1

)2
+ (zi − 1)2

)
+ f∗

6 , Z = M1

(
2.048(X−0)

100

)
+ 1 -900

f7 f7(x) =
(

1
D−1

∑D−1
i=1

(√
zi +

√
zi sin

2
(
50z0.2i

)))2

+ f∗
7 , zi =

√
y2
i + y2

i+1,Y = Λ10M2T
0.5
asy (M1(X − 0)) -800

f8
f8(x) = −20 exp

(
−0.2

√
1
D

∑D
i=1 z

2
i

)
− exp

(
1
D

∑
i=1 D cos (2πzi)

)
+ 20 + e+ f∗

8

Z = Λ10M2T
0.5
asy (M1(X − 0))

-700

f9
f9(x) =

∑D
i=1

(∑kmax
k=0

[
ak cos

(
2πbk (zi + 0.5)

)])
−D

∑kmax
k=0

[
ak cos

(
2πbk0.5

)]
+ f∗

9

a = 0.5, b = 3, kmax = 20, Z = Λ10M2T
0.5
asy

(
M1

0.5(X−0)
100

) -600

f10 f10(x) =
∑D

i=1

z2i
4000

−
∏D

i=1 cos
(

zi√
i

)
+ 1 + f∗

10, Z = Λ100M1
600(X−0)

100
-500

f11 f11(x) =
∑D

i=1

(
z2i − 10 cos (2πzi) + 10

)
+ f∗

11, Z = Λ10T 0.2
asy

(
TOSZ

5.12(X−0)
100

)
-400

f12 f12(x) =
∑D

i=1

(
z2i − 10 cos (2πzi) + 10

)
+ f∗

12, Z = M1Λ
10M2T

0.2
asy

(
TOSZ

(
M1

5.12(X−0)
100

))
-300

f13

f13(x) =
∑D

i=1

(
z2i − 10 cos (2πzi) + 10

)
+ f∗

13, Z = M1Λ
10M2T

0.2
asy (TOSZ (Y )) , x̂ = M1

5.12(X−0)
100

yi =


x̂i, if |x̂i| ≤ 0.5

round (2x̂i) /2, if |x̂i| > 0.5

-200

f14 f14(Z) = 418.9829 ∗D −
∑D

i=1 g (zi) + f∗
14, Z = Λ10 100(X−0)

100
+ 4.209687462275036e+ 002 -100

f15 f15(Z) = 418.9829 ∗D −
∑D

i=1 g (zi) + f∗
15, Z = Λ10M1

100(X−0)
100

+ 4.209687462275036e+ 002 100

f16
f16(x) =

10
D2

∏D
i=1

(
1 + i

∑
j = 132

|2jzi− round (2jzi)|
2j

) 10
D1.2

− 10
D2 + f∗

16

Z = M2Λ
100

(
M1

5(X−0)
100

) 200

f17
f17(x) = min

(∑D
i=1 y

2
0 , dD + s

∑D
i=1 y

2
1

)
+ 10

(
D −

∑D
i=1 cos (2πzi)

)
+ f∗

17, y0 = (x̂i − µ0)

y1 = (x̂i − µ1) , z = Λ100 (x̂− µ0)

300

f18
f18(x) = min

(∑D
i=1 y

2
0 , dD + s

∑D
i=1 y

2
1

)
+ 10

(
D −

∑D
i=1 cos (2πzi)

)
+ f∗

18, y0 = (x̂i − µ0)

y1 = (x̂i − µ1) , z = M2Λ
100 (M1 (x̂− µ0))

400

f19
f19(x) = g1 (g2 (z1, z2)) + g1 (g2 (z2, z3)) + · · ·+ g1 (g2 (zD, z1)) + f∗

19

g1(x) =
∑D

i=1

x2
i

4000
−

∏D
i=1 cos

(
xi√
i

)
+ 1, z = M1

(
5(X−0)

100

)
+ 1

500

f20
f20(x) = g (z1, z2) + g (z2, z3) + · · ·+ g (zD, z1) + f∗

20

g(x, y) = 0.5 +
sin2

(√
x2+y2

)
−0.5

(1+0.001(x2+y2))2
, Z = M2T

0.5
asy (M1(X − 0))

600
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Table 3. Composition functions

No. Function equation Minimum

f21 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + bias i] + f∗, f ′
i = fi − f∗

i , gi = f ′
6, g2 = f ′

5, g3 = f ′
3, g4 = f ′

4, g5 = f ′
1 700

f22 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + biasi] + f∗, f ′
i = fi − f∗

i , g1−3 = f ′
14 800

f23 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + bias i] + f∗, f ′
i = fi − f∗

i , g1−3 = f ′
15 900

f24 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + bias i] + f∗, f ′
i = fi − f∗

i , g1 = f ′
15, g2 = f ′

12, g3 = f ′
9, σ = [20, 20, 20] 1000

f25 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + bias i] + f∗, f ′
i = fi − f∗

i , g1 = f ′
15, g2 = f ′

12, g3 = f ′
9, σ = [10, 30, 50] 1100

f26 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + bias i] + f∗, f ′
i = fi − f∗

i , gi = f ′
15, g2 = f ′

12, g3 = f ′
2, g4 = f ′

9, g5 = f ′
10 1200

f27 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + bias i] + f∗, f ′
i = fi − f∗

i , gi = f ′
10, g2 = f ′

12, g3 = f ′
15, g4 = f ′

9, g5 = f ′
1 1300

f28 f(x) =
∑n

i=1 ωi ∗ [λigi(x) + biasi] + f∗, f ′
i = fi − f∗

i , gi = f ′
19, g2 = f ′

7, g3 = f ′
15, g4 = f ′

20, g5 = f ′
1 1400

Table 4. The comparison of results with five unimodal functions

Function Index PSO SSA SCA PCSCA

Mean -1.3521E+03 -1.4000E+03 1.1981E+04 -1.4000E+03

f1 Best -1.3998E+03 -1.4000E+03 8.0209E+03 -1.4000E+03

Std 2.5880E+02 1.2361E-06 2.4439E+03 3.6444E-08

Mean 4.1413E+06 6.7644E+06 1.9025E+08 3.0648E+06

f2 Best 1.2227E+06 2.5090E+06 9.5313E+07 1.0739E+06

Std 1.8960E+06 2.6896E+06 5.3700E+07 9.5928E+05

Mean 2.9203E+09 1.5759E+09 4.7501E+10 2.2998E+08

f3 Best 1.2429E+08 5.8825E+07 2.8681E+10 2.6012E+07

Std 3.5547E+09 1.4179E+09 1.5712E+10 1.8845E+08

Mean 1.3040E+03 4.6163E+04 4.1466E+04 3.3396E+04

f4 Best 68.7467 3.4206E+04 2.7737E+04 2.6499E+04

Std 7.9198E+02 5.1018E+03 5.9124E+03 2.3398E+03

Mean -9.7901E+02 -1.0000E+03 1.6349E+03 -1.0000E+03

f5 Best -9.9941E+02 -1.0000E+03 5.0797E+02 -1.0000E+03

Std 49.4660 4.7436E-04 8.6144E+02 6.6148E-05

GMSD is an effective and efficient image evaluation indicator. The specific symbolic
meaning in Eq. (22) can be found in [64].

GMSD =

√√√√ 1

N

N∑
i=1

(GMS(i)−GMSM)2 (22)

As shown in Figure 3-Figure 6, the experiment uses the Airplane, Baboon, Lena, and
Peppers of size 512*512 as the original image. The watermarked image is a QR code image
of size 128*128 as shown Figure 3(f) . It encodes an Ethereum wallet address, which is a 20
bytes hexadecimal value, 0x21a1b6144308a9A5b7426C0E051b3BE4b30669b5. The other
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Table 5. The comparison of results with basic multimodel functions

Function Index PSO SSA SCA PCSCA

Mean -8.3252E+02 -8.4833E+02 -6.4859E+01 -8.7888E+02

f6 Best -8.8958E+02 -8.9116E+02 -4.3667E+02 -8.9731E+02

Std 23.1474 28.2676 3.3496E+02 11.9703

Mean -6.7935E+02 -6.0107E+02 -6.0276E+02 -6.7760E+02

f7 Best -7.3810E+02 -6.7662E+02 -6.7906E+02 -7.1778E+02

Std 38.7749 62.4346 44.7893 24.2087

Mean -6.7900E+02 -6.7901E+02 -6.7900E+02 -6.7910E+02

f8 Best -6.7917E+02 -6.7915E+02 -6.7912E+02 -6.7921E+02

Std 0.0505 0.0620 0.0517 0.0473

Mean -5.7101E+02 -5.6380E+02 -5.5968E+02 -5.6914E+02

f9 Best -5.7726E+02 -5.7037E+02 -5.6321E+02 -5.7515E+02

Std 3.1816 3.0125 1.2323 2.9830

Mean -4.4934E+02 -4.9887E+02 1.4114E+03 -4.9961E+02

f10 Best -4.9848E+02 -4.9969E+02 9.2831E+02 -4.9985E+02

Std 62.7181 0.3269 3.9549E+02 0.1985

Mean -1.6587E+02 -1.4779E+02 -2.0885E+00 -2.2692E+02

f11 Best -2.6012E+02 -2.4578E+02 -7.2552E+01 -2.9354E+02

Std 47.6692 70.8159 43.0190 26.5354

Mean -6.0180E+01 2.0947E+02 1.1264E+02 26.6130

f12 Best -1.5807E+02 0.5388 41.3974 -7.7543E+01

Std 47.7979 1.1782E+02 37.3567 53.3333

Mean 1.1427E+02 2.6031E+02 1.9530E+02 1.5645E+02

f13 Best 18.4636 54.4053 1.3078E+02 5.7506

Std 51.3377 1.2407E+02 36.1302 43.2466

Mean 3.4136E+03 3.0576E+03 7.2283E+03 2.4413E+03

f14 Best 2.0937E+03 2.1228E+03 6.4288E+03 1.7959E+03

Std 6.0312E+02 4.7683E+02 3.6014E+02 3.3917E+02

Mean 4.4141E+03 4.9997E+03 7.7085E+03 4.3326E+03

f15 Best 3.1066E+03 3.5148E+03 6.9139E+03 3.2638E+03

Std 5.4444E+02 7.5685E+02 3.2887E+02 4.9608E+02

Mean 2.0246E+02 2.0103E+02 2.0272E+02 2.0050E+02

f16 Best 2.0160E+02 2.0027E+02 2.0214E+02 2.0022E+02

Std 0.3628 0.5499 0.3083 0.1699

Mean 5.2925E+02 9.1621E+02 8.3197E+02 6.8507E+02

f17 Best 4.6775E+02 5.8755E+02 7.4282E+02 5.1675E+02

Std 39.7395 1.7447E+02 50.0313 1.1652E+02

Mean 6.6025E+02 1.0893E+03 9.2075E+02 8.4529E+02

f18 Best 6.0433E+02 7.4653E+02 8.4613E+02 6.8417E+02

Std 28.0297 1.3556E+02 34.6818 75.3592

Mean 5.1397E+02 5.1963E+02 6.3373E+03 5.1139E+02

f19 Best 5.0567E+02 5.0823E+02 1.7551E+03 5.0789E+02

Std 3.3762 6.8270 4.3687E+03 1.9575

Mean 6.1430E+02 6.1495E+02 6.1414E+02 6.1500E+02

f20 Best 6.1185E+02 6.1450E+02 6.1362E+02 6.1500E+02

Std 0.9273 0.1511 0.3141 0.00
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Table 6. The comparison of results with composition functions

Function Index PSO SSA SCA PCSCA

Mean 1.0301E+03 1.0622E+03 2.6607E+03 9.7001E+02

f21 Best 8.2306E+02 1.0000E+03 2.2559E+03 8.0001E+02

Std 75.9210 72.3400 1.6763E+02 70.2177

Mean 5.3838E+03 4.3203E+03 8.6041E+03 3.5793E+03

f22 Best 4.0230E+03 2.9816E+03 7.9095E+03 2.7523E+03

Std 7.1326E+02 6.8494E+02 3.9004E+02 4.7628E+02

Mean 6.2341E+03 6.6967E+03 8.9820E+03 5.7467E+03

f23 Best 4.4136E+03 4.8815E+03 8.1566E+03 4.6047E+03

Std 8.8084E+02 1.0121E+03 3.1357E+02 5.8472E+02

Mean 1.2936E+03 1.3062E+03 1.3204E+03 1.2934E+03

f24 Best 1.2627E+03 1.2775E+03 1.3048E+03 1.2849E+03

Std 15.0012 12.3482 5.4413 4.9292

Mean 1.4231E+03 1.4194E+03 1.4322E+03 1.4000E+03

f25 Best 1.3974E+03 1.3947E+03 1.4192E+03 1.3914E+03

Std 12.5693 11.6881 5.3098 4.1225

Mean 1.5149E+03 1.5352E+03 1.4284E+03 1.4535E+03

f26 Best 1.4001E+03 1.4002E+03 1.4074E+03 1.4001E+03

Std 82.9422 90.0836 46.9963 82.9509

Mean 2.4222E+03 2.5579E+03 2.6932E+03 2.4773E+03

f27 Best 2.1123E+03 2.3787E+03 2.5797E+03 2.3653E+03

Std 1.1908E+02 1.0402E+02 45.9749 61.5821

Mean 3.4288E+03 3.2699E+03 4.1421E+03 3.4610E+03

f28 Best 1.5147E+03 1.5000E+03 3.6818E+03 1.5000E+03

Std 1.2707E+03 1.5121E+03 2.8476E+02 1.4100E+03

images in Figure 3-Figure 6 are the watermarked images and the extracted watermarks
using the optimization algorithm. As can be seen from Figure 3-Figure 6, the watermarked
image is not much different from the original image. The extracted QR code can be
decoded correctly to get the original information

Table 7 shows the results tested using different algorithms. The watermark is embedded
in the G component of the RGB image, so the MSE tested the G component. It can be seen
from Table 7 that no matter which image is used as the original image, the performance
of PCSSA is better than other algorithms, especially the two indicators of FSIMc and
GSMD.

5.3. Experiment on QR code. We use an optimization algorithm to find the embed-
ding factor to embed the watermark inside the QR code. This subsection shows and
analyzes the experimental results obtained by this approach.

Figure 7(a) is the original QR code, the hidden information inside this QR code is
“Parallel Compact Sparrow Search Algorithm”. It is a beautified QR code. Figure 7(f) is
the original watermark, and the other images in Figure 7 are the QR code with watermark
and the extracted watermark using the optimization algorithm. These watermarked QR
codes and extracted watermarks can still be scanned for the original information.

Table 8 shows the MSE, PSNR, SSIM, FSIMc and GMSD values after embedding the
watermark, which illustrates that the watermark can be fully extracted with different
algorithms and with good invisibility. And it can be found that the data obtained after
embedding the watermark using PCSSA is better than the other algorithms.
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 3. (a) The original image (b) The watermarked image using PSO
(c) The watermarked image using SSA (d) The watermarked image using
SCA (e) The watermarked image using PCSSA (f) The original watermark
(g) Extract watermark using PSO (h) Extract watermark using SSA (i)
Extract watermark using SCA (j) Extract watermark using PCSSA

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 4. (a) The original image (b) The watermarked image using PSO
(c) The watermarked image using SSA (d) The watermarked image using
SCA (e) The watermarked image using PCSSA (f) The original watermark
(g) Extract watermark using PSO (h) Extract watermark using SSA (i)
Extract watermark using SCA (j) Extract watermark using PCSSA

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 5. (a) The original image (b) The watermarked image using PSO
(c) The watermarked image using SSA (d) The watermarked image using
SCA (e) The watermarked image using PCSSA (f) The original watermark
(g) Extract watermark using PSO (h) Extract watermark using SSA (i)
Extract watermark using SCA (j) Extract watermark using PCSSA
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 6. (a) The original image (b) The watermarked image using PSO
(c) The watermarked image using SSA (d) The watermarked image using
SCA (e) The watermarked image using PCSSA (f) The original watermark
(g) Extract watermark using PSO (h) Extract watermark using SSA (i)
Extract watermark using SCA (j) Extract watermark using PCSSA

Table 7. Results from different algorithms

Image Algorithm MSE PSNR SSIM FSIMc GMSD

PSO 0.2255 49.5316 0.9984 0.9988 0.0020

Airplane SSA 0.0375 44.3303 0.9912 0.9985 0.0023

SCA 0.2758 50.8088 0.9991 0.9989 0.0021

PCSSA 0.0997 49.9546 0.9966 0.9991 0.0015

PSO 0.0467 47.8772 0.9996 0.9992 0.0012

Baboon SSA 0.0584 44.5524 0.9992 0.9986 0.0018

SCA 0.0131 44.4171 0.9991 0.9989 0.0014

PCSSA 0.0295 50.7561 0.9998 0.9996 0.0006

PSO 0.2912 49.9207 0.9998 0.9990 0.0021

Lena SSA 0.1142 49.8695 0.9998 0.9991 0.0017

SCA 0.0757 46.4143 0.9996 0.9989 0.0020

PCSSA 0.2953 49.3688 0.9998 0.9994 0.0014

PSO 0.1920 50.3319 0.9998 0.9990 0.0018

Perpers SSA 0.0808 48.2914 0.9997 0.9991 0.0017

SCA 0.0616 46.4476 0.9996 0.9989 0.0019

PCSSA 0.0281 51.6029 0.9999 0.9996 0.0007

Table 8. Results from different algorithms

Algorithm MSE PSNR SSIM FSIMc GMSD

PSO 0.0479 48.3308 0.9993 0.9993 0.0018

SSA 0.1112 47.5941 0.9992 0.9991 0.0022

SCA 0.0468 47.2569 0.9990 0.9991 0.0020

PCSSA 0.0195 48.5878 0.9993 0.9995 0.0012

6. Conclusions. In this paper, we optimized the SSA. Based on the purpose of reducing
the running memory and preventing falling into local optima, we add the idea of paral-
lelism and compactness to the SSA. Extensive experiments conducted at CEC2013 proved
that our algorithm is effective. The PCSSA is used to find the optimal embedding factor
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 7. (a) The original image (b) The watermarked image using PSO
(c) The watermarked image using SSA (d) The watermarked image using
SCA (e) The watermarked image using PCSSA (f) The original watermark
(g) Extract watermark using PSO (h) Extract watermark using SSA (i)
Extract watermark using SCA (j) Extract watermark using PCSSA

in the watermarking algorithm. To enhance the robustness and invisibility of the water-
marked image, the watermark is embedded in the frequency domain and the coefficients
are decomposed by SVD. The obtained data show the effectiveness and superiority of the
algorithm. Applying the algorithm to the QR code watermark, the obtained QR code can
still be decoded correctly. From all the data, our proposed scheme has better invisibility
and robustness.
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