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Abstract. In this paper we propose a distortion-less information hiding scheme with
maximum embedding capacity based on the P2P (peer-to-peer) streaming video protocol
called R2 (Random push with Random network coding). Specifically, we use the encoding
vectors attached in the headers containing the coefficients used to encode the packets as
our covert channel, in which we hide secret messages. We give the embedding capacities
of the scheme and compare it with state-of-the-art schemes performances.
Keywords: Network Steganography, P2P, Video Streaming Protocol, Random Network
Coding, R2 Protocol.

1. Introduction. Steganography is the art and science of hiding a secret message within
an ordinary message (the cover-medium) in such a way that no one realizes there is a
hidden message, apart the sender and the intended receiver. The term Steganography
have its origin from the ancient Greek words stegano and graphein, where the former
word means concealed or covered, and the latter means writing. A particular property
over which steganographic methods are classified is the type of the cover-medium used in
the process.

The principle of a steganographic scheme, is to hide a secret message in a cover and
allow to extract it back. The distortion, the security and the embedding capacity are the
most important factors in defining a steganographic scheme. The distortion is the ratio of
the number of changed bits in the cover to the total number of cover bits, and a scheme is
distortion-less means that the cover containing secret information is not distinguishable
from itself after the embedding process. A secure scheme means that the secret message
should be undetectable and no one, except the eligible recipient, should be able to extract
it. Whereas, the embedding capacity refers to the quantity of secret information the
scheme can hide with respect to the cover size.

Constructing steganographic schemes using communication protocols with both, the
maximising embedding capacities and the minimising distortion has always interested the
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researchers in the field. Many steganographic schemes have been proposed in the litera-
ture for hiding secrets in different types of media [27]. Among these schemes, the LSB
technique [1] hides secret bit sequences in the least significant bits (LSB) of a bitmap
image. This embedding technique causes an imperceptible distortion to the digital image,
that is, without a rigorous comparison between the original and the cover images, it is
difficult to see that something has changed in it. Further works such as [15] consider
reversible data hiding schemes for multiple histogram selection. The F5 scheme [25] uses
compressed JPEG images as a cover and it is the first implementation of a steganographic
scheme based on codes. The F5 scheme permits to hide messages of length k in words
of length 2k − 1. An explicit description of the relation between error correcting codes
and steganography protocols is given in [11, 13]. One interesting scheme for digital wa-
termarking using Quik Response (QR) codes is given in [16] and recently, steganography
based on Redundant Residue Number System Codes (RRNS) codes was introduced in
[12, 14].

In the following, we consider a specific class of steganographic schemes which is mainly
based on protocol-related functions associated with the Open System Interconnect-Reference
Model (OSI-RM) layers, referred to as Network Steganography (NS). The cover-mediums
are defined in this case using the control data and timing properties of the transmis-
sion/user data. Many NS schemes have been studied in the literature. Hereafter we cite
some well known proposals.

Starting from the presentation layer, NS techniques that embeds secret bits into user
data such as voice samples, images, etc. have been heavily studied. The LSB scheme
is one such technique which modifies the least significant bits (LSB) of digital images.
Furthermore, a scheme that exploits the application layer by inserting secret bits into the
HTTP’s headers and tags is given in [21]. NS methods can also exploit the adjustment
of the messages to the type of network or means of transport. The Retransmission Ste-
ganography (RSTEG) [10] technique for protocols with retransmission schemes is based
on the successful acknowledgement of received TCP segments to intentionally invoke re-
transmission, then the retransmitted packet carries secret information in the payload field.
Two additional approaches were proposed in [8] where one idea consists in hiding secret
messages in reserved parts of the packet’s headers, taking into consideration that commu-
nication protocols in general do not impose specific values for the unused/reserved parts.
In particular, the authors in [8] have proposed the use of the IP header’s Don’t Fragment
(DF) flag when the transmitted packets are smaller than the path’s Maximum Trans-
fer Unit (MTU). Another proposed scheme exploiting the unused fields of the Session
Initiation Protocol (SIP) to hide information is given in [18].

Furthermore, some schemes exploiting the physical and data link layers of the OSI
model are given in [20, 19]. The physical layer based method called WiPad (Wireless
Padding) [20] is intended for IEEE 802.11 Orthogonal Frequency Division Multiplexing
(OFDM) networks. The secret information is inserted into the padding of transmitted
symbols. A data link layer based scheme for Wireless Local Area Networks (WLANs)
called Hidden Communication System for Corrupted Networks [19], consists in using
transmission frames with intentionally wrong checksums. That is, only terminals that are
aware of the scheme read such frames and extract hidden data from payload field.

Moreover, the authors in [3] have first developed a scheme where more than one protocol
is exploited, known as Padding Steganography (PadSteg). Such class of schemes is called
inter-protocol steganography. A good classification of NS methods based on patterns is
given in [24].

Researchers in the field always aim to propose new and modified steganographic pro-
tocols exhibiting enhanced properties (i.e., higher embedding capacity, more robustness
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against adversary attacks). Especially for new communication technologies emerging with
the evolution of communicating mediums and terminals such as smart-phones [9].

The Random push with Random network coding protocol, known as R2 as described in
[23] is a live Peer-to-Peer streaming algorithm designed to incorporate random network
coding with a randomized push algorithm. It is is designed to improve the performance
of live streaming in terms of initial buffering delays, resilience to peer dynamics and
bandwidth costs on dedicated streaming servers.

In this paper, we propose a distortion-less steganographic scheme with maximum em-
bedding capacity using the R2 protocol. Specifically, we use the random coefficients used
for encoding the R2 packets as our covert channel rather than picking randomly these
coefficients. Furthermore, we discuss the embedding capacity of the scheme and compare
it with other known steganographic protocols.

This paper is organized as follows : In Section 2, we recall some definitions and back-
ground about network steganography and the R2 protocol. In Section 3, we describe the
proposed steganographic scheme, we highlight its efficiency and embedding capacities,
then compare it with some network steganographic schemes before concluding the paper
in Section 4.

2. Definitions and Background. In this section, we recall first some network stegano-
graphy related definitions (for more details see [24]) then we give an overview of the R2

video streaming protocol.

2.1. Network Steganography. Network Steganography (NS) is a class of steganogra-
phic schemes which are based on functions of communication protocols in contemporary
networks. The features constituting the base of NS are formulated as follows:

1. Some functions of the protocols are modified. The modifications may be:
• Functions of the protocols introduced to correct the imperfectness of communica-
tion channels (errors, delays, etc.).
• Functions of the protocols introduced to define the communication type (e.g.
query/response, file transfer, etc.) and/or to adapt the form of messages to the
transmission medium (e.g. fragmentation, segmentation, etc.).

2. The effects of these modifications are difficult to discover (e.g., to seem resulting
from the imperfectness of the communication network and/or protocols).

NS schemes are classified into storage, timing and hybrid methods based on how the
secret messages are encoded into the carrier. Storage methods hide data by modifying
packet’s fields, while timing methods hide information in the timing of protocol packets.
Hybrid techniques combines both the timing and storage methods.

2.2. P2P communication and Network Coding. Peer-to-Peer (P2P) communication
networks have been successfully used in live multimedia streaming applications over the
Internet [28]. The essential advantage of live P2P streaming is to dramatically increase
the number of peers a streaming session may sustain with several dedicated streaming
servers. Intuitively, as participating peers contribute their upload bandwidth capacities to
serve other peers in the same streaming session, the load on dedicated streaming servers is
significantly mitigated. Therefore, as one of the most significant benefits, P2P streaming
enjoys the advantage of scalability in live sessions, where upload capacities on streaming
servers are no longer the bottleneck.

The fundamental principle of today’s networks is that the sender forwards data and
the information is processed only at the end nodes. Such principle considerably limits
the information contained in a transmission and the number of devices benefiting from
a transmission. This also increases the possibility of missing the throughput, delay and
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quality of service requirements. Network coding (NC) is a relatively new paradigm that
breaks this fundamental idea and advocates for combining several incoming packets at
the sender or intermediate nodes of a network to generate outgoing packets [29]. NC re-
lated works are generally classified in two categories, Inter-flow NC and Intra-flow NC. In
Inter-flow NC, packets belonging to different flows of data are combined while Intra-flow
NC is based on the combination of packets from the same flow. Further works such as in
[30] developed this idea by constructing linear codes. In linear NC, to retrieve the original
packets at the devices, linear operations over a finite field are performed on the combined
packets. Numerous works have demonstrated the ability of NC to achieve a high trans-
mission efficiency compared to the traditional transmissions. For example, a randomized
approach referred to as Random Linear Network Coding (RLNC) and achieving the max-
imum multicast capacity with high probability is given in [31, 32, 33, 34, 35]. The basic
idea in RLNC is to operate over a large enough field so that even random choices of the
encoding coefficients offer, with high probability, a valid solution.

2.3. The R2 Protocol. P2P multimedia streaming protocols generally fall into two
strategic categories. Wang and Li [22] have evaluated the effectiveness of applying network
coding in P2P multimedia streaming, by replacing traditional block scheduling algorithms
with a group network coding scheme in an experimental testbed. It has been shown that
network coding provides some marginal benefits when the overall bandwidth supply barely
exceeds the demand, or when peers are volatile with respect to their arrivals and depar-
tures. This motivates a complete redesign of P2P multimedia streaming with network
coding. Indeed, Wang and Li have proposed the R2 protocol.

In R2, the streaming content is first divided into a sequence of equal-sized segments,
and each segment is further divided into k equal-sized data blocks. The coding operation
is only performed within each segment, but not across different segments to reduce the
computational cost. Thus a downstream peer is able to decode segment s as long as it
has received k linearly independent coded blocks. More importantly, even slow overlay
connections may be utilized in R2, which is generally impossible in pull strategy [26].
Peers periodically exchange information on segment availability with active neighbours
(commonly referred to as buffer maps). Those peers that have a particular segment
available for transmission are referred to as seeds of this segment. Each peer maintains a
playback buffer that consists of segments to be played in the immediate future.

Each segment in R2 is further divided into n blocks [b1, b2, · · · , bn] where each bi has
a fixed number of k bytes (referred to as the block size). If the segment duration (for
example, four seconds) and the streaming rate is predetermined, the block size k can be
directly computed from n. Practically, each segment in R2 is divided into 128 data blocks
of 2 KB each. Good overall performance using this design has been observed and when
the field size is q = 28, the overhead (around 6%) induced by the ”header” is optimal.

The network coding is performed only within the segment. Given a peer p, the seed
randomly chooses a segment whenever it produces one coded block, among all remaining
segments that p has not completely received. The coded block is then sent to p without
the need of any requests. Since all coded blocks are equally innovative, all seeds of p
cooperatively serve the missing segments on p.

Before pushing coded blocks, an upstream peer should obtain precise knowledge of the
missing segments on its downstream peers at any time. This requires participating peers
in the system to exchange their buffer maps in a timely fashion. R2 with its large segments
(instead of small data blocks) buffer maps that indicate segment availability information,
can afford ”real time” exchanges of buffer maps. Whenever a peer has played back or
completely received a segment, it sends a new buffer map to all its neighbours.
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Figure 1. In the R2 protocol, multiple upstream peers are able to perform
push operations on coded blocks within a segment without any explicit
coordination.

The R2 protocol features synchronized playback as follows. When a peer joins or
switches to a new streaming channel, it first retrieves buffer maps from its neighbours,
along with information of the current segment being played back. To synchronize the
playback buffer, the new peer only retrieves segments that are δ seconds after the current
playback point, where δ corresponds to the initial buffering delay. The peer, then starts
playback after precisely δ seconds have elapsed in real time, regardless of the status of
the playback buffer.

Under synchronized playback, peers are able to help each other more effectively, since
their playback buffers overlap as much as possible. As newly arrived peers request almost
the same segments, they are able to help one another as soon as they receive a small
number of coded blocks. This leads to a better utilization of their upload bandwidth,
which in turn improves the scalability of the streaming system.

The design space of R2 is flexible to accommodate more elaborate protocols designed for
different purposes. For example, a peer in R2 has the freedom to decide which segments to
be pushed to which neighbours. Referred to as a push strategy, this decision may be made
based on timing requirements to ensure smooth playback of urgent segments, on fairness
issues to encourage cooperation and reduce free-riding, or on geography considerations to
reduce traffic across different Internet Service Providers (ISPs).

When a segment is selected by a seed to code for its downstream peer p, the seed
independently and randomly chooses a set of coding coefficients [α1, α2, . . . , αm] with
m ≤ n in F28 for each coded block to be sent to p, where again, n is the number of blocks
in each segment. The seed then randomly chooses m blocks [b1, b2, . . . , bm] out of all the
blocks in this segment that it has received so far (all the original blocks in the segment if
the seed is a streaming server), and produces one coded block x of k bytes

∑m
i=1 αi × bi

(see Figure 2).
Note that in R2, to make sure that coded blocks from one segment is not ”spread too

thin” in all the peers, a seed only sends a segment to a limited number of downstream
peers at any given time, subject to an upper bound. To select such limit, the seed can
randomly choose from all its downstream peers, or select those that historically had the
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Figure 2. An example of coding on peer p, where peer p has received 3
coded blocks within the segment l and each segment consists of 6 blocks.

highest flow rate with the seed. The maximum number of downstream receivers should
be linearly related to the upload capacity of a seed: The lower the upload-capacity is, the
smaller is the number of active downstream receivers it should maintain.

3. The Proposed Steganographic Scheme using R2.

3.1. Description of the Scheme. Hereafter, we consider an instance of the multimedia
P2P streaming protocol R2 and the best setting experienced in [23]. That is, the segments
(representing 4 seconds of the playback) are divided into 128 blocks, each of 2048 bytes,
while the encoding coefficients are of one byte, i.e., picked from the field Fq where q = 28.

Now, we consider the sub-network of an R2 streaming session as given in (3). Say the
server s wants to send secret data to a downstream peer, say P2 (see Figure 3).

To establish our communication channel, besides that the server s and the peer P2 must
use R2 as their video streaming protocol, they need first realize the following steps:

• The server s must be a peer in a streaming session (seeder in our case) in the network.
• The peer P2 joins the streaming session (newly arrived peer).
• The server s (seeder) uses its power to select the peer P2 as one of its downstream

peers.

Let us first consider the simplest case for one segment (128 blocks) where we use the
setting given above, and m = 128 for an optimal scheme. The server s can hide a binary
sequence B of size |B| ≤ 128K bits in one segment upload. That is, the server s first cuts

B into symbols 〈Bi〉q for i ∈ {1, 2, . . . , 1282}, i.e., d |B|
8
e = 1282 blocks:

S = {〈B1〉q, 〈B2〉q, . . . , 〈B1282〉q} (1)

If |B| < 128 Kb, the sender fills the last symbols by zero bits to adapt to the symbol size
then picks uniformly and randomly the rest of the symbols as assured by the R2 protocol.

The node s constructs the transfer matrix T ∈M128(F28) such that

T = E(S) = LU

were the embedding map E() is described in Algorithm 1, transforms an array of 1282

symbols to its associated transfer matrix, and L and U are the lower and upper triangular
matrices as in (2) and (3) respectively, which contain the secret symbols to send. That
is, set bi = 〈Bi〉q for i = 1, 2, ..., 1282. So :

L =


1
b1 1 0b2 b128 1
...

...
...

. . .
b127 b253 · · · b8128 1

 (2)
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Figure 3. Our sub-network in the P2P streaming session in R2.

and

U =


b8129 b8130 b8131 . . . b8256

b8257 b8258 . . . b8383

b8384 . . .
...

0
. . .

...
b1282

 (3)

Then the constructed transfer matrix is T = LU where all arithmetic operations are
performed over Fq. Note that we suppose the elements 〈Bi〉q for i ∈ {1, 2, . . . , 1282} to
be non zero in order to assure the non-zero determinant condition of NC and hence,
the matrix T to be uniquely LU -factorisable, i.e., Li,j = 1 and Ui,j 6= 0 for i = j ([36]
Corollary 3.5.5). Otherwise, we can code the zero elements as a non used agreed upon
character.

Algorithm 1: The map E transforms an array of 1282 symbols to its associated
transfer matrix.
Input: An array S = [s1, s2, ..., s1282 ], where si ∈ F28 for i = 1, 2, ..., 1282.
Output: Transfer matrix T = L× U

1 int[][] L = I128; // I128 : identity matrix

2 int[][] U ;
3 int k = 1, l = 1;
4 int i = 1, j;
5 while i ≤ 128 do
6 for j = 0; j ≤ i; j + + do
7 U [j][i] = S[k + +];
8 L[i][j] = S[k + +];

9 U [j][i] = S[k + +];
10 i+ +;

11 return L× U ;
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The node s sends the linear combinations of the blocks, i.e. bi =
∑128

j=1 αijbj for i =

1, 2, . . . , 128, where αij are elements of T and bi (resp. bj) are the coded blocks (resp.
original blocks) of our settings. Then s attaches the encoding vector in the header as
assured by R2.

The peer P2 as stated previously, must be a downstream peer for s for the decoding
process:

• P2 waits until receiving the whole 128 innovative combinations exclusively from s,
then reassembles the transfer matrix T .
• P2 decomposes T as LU , then retrieves the array of secret blocks S = R(T ) via

Algorithm 2 where again, matrices L and U are the resulting LU decomposition.

Algorithm 2: The map R retrieves the array S of 1282 symbols.

Input: Square transfer matrix T of size 128 and identity matrix I128.
Output: Array of symbols S.

1 int k, i, , j, l = 0;
2 int[][] U, L;
3 U ← T ;
4 L← I128;
/* The retrieval process is in parallel with the LU-factorisation.

*/

5 for k = 1; k ≤ 128; k + + do
6 p← U [k][k];
7 for i = k + 1, i ≤ 128; i+ + do
8 q ← U [i][k];
9 U [i][k]← 0;

10 L[i][k]← q
p
;

11 S[l]← L[i][k]; for j = k + 1, j ≤ 128; j + + do
12 U [i][j]← U [i][j]− U [k][j]. q

p
;

13 S[128(128−1)
2

+ l]← U [i][j];
14 l + +;

15 return S;

That is, the protocol for the whole process is the embedding and retrieval maps below
E() and R() respectively defined by:

E : F1282

q → M128(Fq)
S 7→ LU

(4)

and given by Algorithm 2:
R :M128(Fq) → F1282

q

T 7→ S
(5)

Note that the triangular matrices obtained via LU -decomposition are kept to simplify
Gaussian elimination in order to obtain the inverse of T for the decoding process. Hence,
the complexity of the LU -decomposition does not figure out in the embedding capacity.

Now we consider the case of a streaming session where the sender s wants to send a
binary sequence B of much bigger size |B|. For optimisation purposes say |B| = γ2 for
some integer γ ≥ 1. Once again, s can fill the binary sequence with zero bits to adapt to
the mentioned size.
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The sender s first cuts B into symbols 〈Bi〉q for i ∈ {1, 2, . . . , γ2}, i.e., d |B|
8
e = γ2 blocks:

S = {〈B1〉q, 〈B2〉q, . . . , 〈Bγ2〉q} (6)

Once the set S is prepared, the sender s organizes S into Sl and Su of sizes γ(γ−1)
2

and
γ(γ+1)

2
respectively, i.e., :

S = {〈B1〉q, 〈B2〉q, . . . , 〈B γ(γ−1)
2

〉q︸ ︷︷ ︸
Sl

, 〈B γ(γ−1)
2

+1
〉q, . . . , 〈Bγ2〉q︸ ︷︷ ︸
Su

} (7)

Then s constructs the unilateral lower and the upper matrices:

L =


1
b1 1 0b2 bγ 1
...

...
...

. . .
bγ−1 b2γ−3 · · · b γ(γ−1)

2

1

 (8)

and

U =



s γ(γ−1)
2

+1
s γ(γ−1)

2
+2

s γ(γ−1)
2

+3
· · · s γ(γ+1)

2

s γ(γ+1)
2

+1
s γ(γ+1)

2
+2
· · · s γ(γ+3)

2
−1

s γ(γ+3)
2

· · · ...

0
. . .

...
sγ2

 (9)

Using L and U , s computes T = L× U of size γ and arranges it in an array A as

A = {T1,1, T1,2, . . . , T2,1, T2,2, . . . , Tγ,1, Tγ,2, . . . , Tγ,γ} (10)

with a ”stand by” state awaiting the establishment of the communication channel.
Now, as stated before, s and P2 are respectively the sender and a downstream peer

of s in a video streaming channel session. Say that s wants to send an m coded blocks
[b1, b2, . . . , bm] with 1 ≤ m < n in a given transmission phase, then:

• s inserts in the array A a key K = |B| which corresponds to the number of secret
symbols in B. We suppose that γ is a fixed and agreed up-on parameter fixed by s
and P2 (otherwise we can simply insert it in the key K).
• s takes the first m symbols in A as encoding coefficients for {b1, b2, . . . , bm}, i.e., s

uses the elements Ai respectively as encoding coefficients for bi where i = 1, 2, . . . ,m,
then s sends the coded blocks.
• As soon as the next m blocks to code are ready for s to send, s proceeds to the

following m elements in A (i.e., {Am1+1, Am1+2, . . . , Am2}, in case of m = m2) and
encodes the m blocks as the previous steps.

The receiver on the other hand:

• With respect to the order discussed above, P2 extracts from the header of each down-
loaded coded block the non-zero encoding coefficients before the decoding process,
then saves the symbols in an array Ar.
• P2 proceeds with the same manner with the following coded blocks until the number

of extracted symbols reaches K.
• Finally, P2 constructs the matrix T of size γ and LU -decomposes it with Algorithm

2 using a size of γ rather than 128.
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3.2. Embedding Capacity. For the case of one segment streaming with m = 128, a
sender s can hide in this scheme a maximum of 1282 blocks each of 1KB, in one segment
uploading session, i.e. the embedding capacity in bits per segment (i.e., Ce|s) and in bits
per operation time (i.e., Ce|o) respectively in this setting are

Ce|s = 1282 sps = 128K bps. (11)

Ce|o = 0, 2 spo = 1, 6 bpo. (12)

where we denote by bps and bpo, bits per segments and bits per operation time respectively.
If the number of coded blocks m is less than the number of segment’s blocks n (i.e., m <

n), we can obtain the embedding capacity by multiplying the result in (11) by m
n

. That
is, if we consider an average number of coded blocks = n

2
then Ce|s = 56K bps and

Ce|o = 0, 8 bpo.

Remark 3.1. To decrease the overhead of the packets in case m = n, the authors of
R2 proposed to attach the seed of the Random Number Generator (RNG) of the coding
coefficients rather than the coefficients themselves in case the sender peer has all the n
packets. To cope with this setting we consider that the sender uses always 2 ≤ m < n.

3.3. Example. Consider the network in Figure 3. For simplicity we consider the sender
to be the source s and the receiver the peer P1. Now, say that B is a large sequence of
bits such that |B| ≤ 128Kb, i.e., in an optimal setting

B = 0110101111101011 · · · 10011010111 (13)

such that |B| = 128Kb.

Now, the sender organizes B into an array S of symbols i ∈ {1, 2, . . . , d |B|
8
e} of 8 bits

(i.e., into symbols in Fq where q = 28). As stated before, if |B| does not exceed the value
of 128 symbols the sender simply fills the last symbol by zero bits to adapt to the symbol
size then picks uniformly and randomly the rest of the symbols as assured by the R2

protocol.
Hence, sender s constructs the triangular matrices L and U respectively as stated in

(2) and (3), and as described in Algorithm 1 constructs the transfer matrix T :

T = E(S) = L× U (14)

Then, s sends m = 128 packets Y = T ×X, where X is the vector of the 128 original
packets of a given segment. The encoding vectors which are the rows of matrix T are
attached to the headers as assured by R2.

The receiver (i.e., peer P1 in Figure 3) waits until it receives all m packets from the
sender s and rejects any other received packets from other peers in the network. When
P1 collects all the m packets, it decodes both the packets and the secret array S using
LU -decomposition as described in Algorithm 2.

Remark 3.2. In case the sender is another peer (e.g., P2), then P2 must wait until it
receives all the 128 innovative packets, decodes them and then combines linearly m = n−1
original packets before sending them to the receiver, say P3 in our example network.

3.4. Efficiency Comparison. Since the segment is divided into 128 blocks and the block
size is 1KB. The embedding capacity is

Ce|b = 1282 sps ≈ 128M bps.

and
Ce|o = 0, 2× 1024× 8 bpo ≈ 1638, 4 bpo.
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Thus, for a 1 GHz single Core processor the embedding capacity in bits per second
(bs−1) is

Ce|o = 1638, 4× 109bs−1 ≈ 1, 6.103Gbs−1.

Furthermore, the scheme remains distortion-less since the original packets are fully
recovered.

Hereafter we compare the secret channel capacity of our scheme with some well known
network steganographic protocols. That is, we consider using the IEEE 802.11n technol-
ogy. Hence, our comparison is based on the Orthogonal Frequency Division Multiplex
(OFDM). The transmission time of a single OFDM symbol is given by Tsym = Tu + TCP
where Tu is the useful part (i.e., useful time) of the symbol and TCP is the duration of
the Guard Interval (GI). The GI is inserted between each pair of symbols as a delimiter
to ensure that distinct transmissions do not interfere. In OFDM, the beginning of each
symbol is preceded by a GI of size TCP of the ending part of that symbol. That is, this
process consumes one TCP from the useful time Tu.

Furthermore, we use the most basic IEEE 802.11n coding scheme which uses BPSK
modulation, code rate 1

2
and 20 MHz channels. In this case Tsym = 4µs and the Cyclic

Prefix CP (the GI) has a transmission time TCP = 0, 8µs. There are SR = 250000 OFDM
symbols per second transmitted, each symbol carries 52 coded bits denoted by NCBPS, and
half of them are data bits referred to as NDBPS. Then, the achieved network throughput
is 6, 5 Mb/s. In the case of BPSK modulation, the useful part of the OFDM symbol (i.e.,
Tu = 3, 2µs) carries 52 bits.

Now, we consider a one sender/one receiver stable route with a 100% delivery rate.
Additionally, since for each coded block of 1KB we need an overhead of n = 128 bytes
(i.e., a ratio of 128

1024
= 0, 125 = 12, 5%), the capacity of the secret channel is then:

C = NCBPS ×
Tu − TCP

Tu
× SR × 12, 5% (15)

That is, C = 1, 162 Mb/s (3, 068 Mb/s RRNS-based and CP-scheme).
Furthermore, if the used canal has good propagation conditions, the OFDM cyclic prefix

in this case is divided by two, i.e., TCP = 0, 4µs rather than TCP = 0, 8µs which obviously
divides the channel capacity of the CP-scheme by two for all modulations (BPSK, QPSK,
16-QAM and 64-QAM). That is, the embedding capacity for each modulation becomes:
• C = 1, 356 Mb/s for BPSK.
• C = 2, 712 Mb/s for QPSK.
• C = 5, 424 Mb/s for 16-QAM.
• C = 8, 136 Mb/s for 64-QAM.
In Table 1, we give a comparison with some well known NS schemes [17, 19, 20],

where WLAN-/HW stands for Wireless Local Area Networks/ Hardware Wi-Fi based
implementations, IEEE 802.11 specifies the set of Media Access Control (MAC) and
physical layer protocols for implementing (WLAN) Wi-Fi communications, and SS for
Spectrum Selection.

3.5. Perspectives on Security. Studying possible attacks on our technique is beyond
the scope of this paper. Nevertheless, at a first glance, the only attacks that could
break this steganographic scheme, since it profits of the random property of MORE, are
statistical attacks, and precisely the two-samples Kolmogorov-Smirnov (KS) test [37].

SupposeX = [X1, X2, ..., Xγ2 ] to be a series of random variables with values x1, x2, ..., xγ2 .
The two-samples KS test verifies the hypothesis that two samples are drawn from

the same distribution. A low KS test statistic means that the distributions are similar,
whereas a high KS test statistic means the distributions are different.
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Table 1. Comparison with some steganographic scheme.

Channel Covert Used carrier Embedding capacity in bps
WLAN/HW IEEE 802.11 FCF [7] 16, 8
WLAN/HW IEEE 802.11 [19] 216K
WLAN/HW IEEE 802.11 Padding [20] 1, 1M for data frames, 0, 44M for ACKs
Network/SS VoIP stream payload [17] 32K

WLAN/HW
IEEE 802.11 R2

The proposed scheme

For TCP = 0, 8µs: 1, 162 M (BSPK),
2, 324 M (QPSK), 4, 648 M (16-QAM)
and 6, 972 M (64-QAM).
For TCP = 0, 4µs: 1, 356 M (BSPK),
2, 712 M (QPSK), 5, 424 M (16-QAM)
and 8, 136 M (64-QAM).

KS test is applicable to a variety of types of data with different distributions.
Let F (x) be the empirical cumulative distribution function of X. The KS test statistic

for two empirical distribution functions F1(x) and F2(x) is :

DKS = supx|F1(x)− F2(x)| (16)

where supx is the the least upper bound of the set of distances, and for i = 1, 2. :

Fi(x) =
1

γ2

γ2∑
i=1

�xi≤x . (17)

Where we denote by �E, the indicator function of the event E.
Hence, an attacker who knows the R2 protocol and its header’s structure, observes

different samples of R2’s coded transmissions between the sender and the receiver, then
collects their transfer matrices and tests them via KS will probably find a high statistic.

Note that the transfer matrix carrying the hidden information exists only between the
sender and its downstream peers and hence, the adversary must be a downstream peer
for the sender in order to perform his attack. That is, as soon as one of these peers uses
coding operation for its downstream peers, the information is lost and hence, no attack
or observation can be performed.

As stated above, the existence of hidden data can be detected, and the system con-
fronted to passive and/or active statistical attacks. However, the high embedding capacity
of the scheme allows to send m2 secret symbols in each transmission of m coded blocks
from a given peer to its downstream peers (for successful decoding) and hence, it is possi-
ble to counter the statistical attacks by using a non-uniformly agreed up on transmission
phases to send the secret data.

4. Conclusion. In this paper, we propose a distortion-less information hiding scheme
using the live P2P video streaming protocol R2. We show how effective this scheme is in
term of embedding capacity compared with some well known schemes in the literature. In
a future work, we aim to analyse the security of the scheme and propose further techniques
to counter both passive and active adversarial attacks.
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