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Abstract. A lot of exploration and practice on the construction of border video surveil-
lance under the conditions of informatization have been investigated. However, there are
still some problems in the video surveillance system, such as insufficient application
depth, insufficient information analysis and processing capabilities, and low level of in-
telligent application. With the rapid development of deep learning and computer vision
technology, intelligent video surveillance systems are widely used in various fields such as
transportation and security. How to apply intelligent video surveillance to border defense
systems to meet the requirements of practical, effective, reliable, advanced and econom-
ical. In response to the above needs, based on the three-camera array video surveillance
image, this paper sets five types of monitoring targets for people, car, airplane, rotorcraft
and birds, and studies the application of MobileNet-SSD network for target detection and
recognition under the Caffe framework. The paper firstly choose the Caffe framework,
MobileNet-SSD network and OpenCV to build a working environment. Secondly, build a
specific dataset based on five types of images with established targets and VOC data sets.
Finally, image and video target detection tests are carried out on the model generated by
training.
Keywords: Target detection, Target recognition, Deep learning, MobileNet-SSD algo-
rithm

1. Introduction. The border is a frontier position to resist foreign invasions, a channel
for communication with neighboring countries, and a window to show the might of the
country. Due to the special geographical location of the border, border defense plays a
pivotal role in the national security strategy and is an important part of national defense.
It is an important barrier to national security.
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With the rapid development of video surveillance technology, its application has pen-
etrated into all aspects of daily work and life. With the development of the Internet of
Things, the research and development space of video surveillance has also been greatly
adapted and expanded. In the wave of informatization since the end of the twentieth
century, many countries have studied and explored a large number of border defense
control methods in response to the effectiveness, real-time and shared needs of border
control. Some fruitful exploration and construction have been developed in the real-time
collection and efficient transmission of border video surveillance information, but the
video surveillance system application level is still relatively low, including insufficient ap-
plication depth, insufficient integration, insufficient information analysis and processing
capabilities, low level of intelligent application, imperfect management mechanism, etc.
With the continuous development of network technology, data storage technology and

computer vision technology, with the Internet as a platform, digital video surveillance
systems with intelligent image analysis functions based on embedded technology are being
widely used in various fields. At present, researchers have built a monitoring system in
some difficult areas and observing blind spots. The system has set up cameras and
pan-tilts, data transmission systems, solar power supply systems, etc. on unattended
watch towers to achieve all-weather visibility in the jurisdiction monitor. Judging from
the current application situation, how to not only meet the specific video surveillance
requirements in the border defense wide-area scenario, but also take into account the
requirements of practical, useful, reliable, advanced and economical, is the research of
border defense intelligent surveillance important question.
Therefore, this article focuses on the high cost of the monitoring system pan/tilt. The

conventional pan/tilt has a small load, is affected by the wind when it is rotated, and
its own load limitation can easily cause the camera to swing or rotate instability with
the wind, and it is difficult to ensure the high-precision positioning and high quality of
the system camera Based on the three-camera array video surveillance image, a solution
for target detection and recognition using the MobileNet-SSD network under the Caffe
framework is proposed. With the help of neural network and computer vision technology,
the effective information in the video image is fully extracted in order to achieve Early
warning monitoring for key targets of border defense, solving the high cost of monitor-
ing pan-tilt, and conventional servo mechanisms that are difficult to meet high-precision
positioning requirements, realizing in-depth, intelligent, and high-quality applications of
border defense video surveillance, providing reliable and efficient real-time information
Reduce the workload of manual monitoring and assist border guards to ensure border
security.
The rest part of this paper is organized as follows. Section 2 gives a brief review of

the related work. Section 3 and 4 extensively describes the proposed technique. Section
5 demonstrates the experimental results and gives some discussions. Finally, conclusions
are drawn and the associated future work is given in Section 6.

2. Related Work. The existing target detection and recognition technologies [1, 2, 3,
4, 5, 6, 7, 8, 10, 11, 12, 13, 14, 22, 23, 24, 25, 30] are mainly divided into two types:
(1) The traditional method based on manual feature annotation is mainly divided into

six steps: preprocessing, window sliding, feature extraction, feature selection, feature
classification and post-processing. The research focus is on feature extraction and feature
classification. The selection of features is the most important part of traditional algo-
rithms. Features include color features, texture features, shape features, etc. Generally,
the target and the background have a large color difference. You can choose a suitable
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color space (RGB, HIS, Lab, etc.) The background and the target are separated to com-
plete the target detection. Traditional target detection methods using designed features
have the following shortcomings: a) The designed features are low-level features, and the
ability to express the target is insufficient; b) The designed features are poorly separable,
resulting in a higher classification error rate; c) Design The features of are pertinent, and
it is difficult to choose a single feature for multi-target detection.

(2) Method based on deep learning technology. In order to extract features better,
Hinton first proposed the concept of deep learning in 2006, using deep neural networks
to iteratively learn from a large amount of data to high-level features. Compared with
traditional methods, the acquired image features are richer and more expressive. Convolu-
tional neural networks are mainly used to process images. On top of the most basic neural
network structure, a convolutional layer (sufficient extraction of features) and a pooling
layer (reduce the amount of data processed by the convolutional layer) are added. The
accuracy of target detection can be greatly improved; the convolutional neural network
not only extracts high-level features, but also improves the high-level semantic expression
capabilities of features. It also integrates feature extraction, feature selection, and feature
classification into the same model to enhance the separability of features.

In practical applications, target detection algorithms based on deep learning can be
divided into two types according to model training methods [15].

(1) Two-stage target detection algorithm based on candidate regions: The detection
process is divided into two steps. First, the candidate regions (RegionProposals) are gen-
erated and the features are extracted, and then the feature maps (Feature Map) generated
by all the regions to be selected are passed through a series of The classifier, classification
and linear regression, refined positioning box (Bounding Boxes); specific algorithms are
mainly: Girshick et al. proposed the first algorithm R-CNN (Regions with Convolutional
Neural Network) that can truly achieve industrial applications ) [16]; In 2015, He Kaiming
et al. proposed SPP-net (Spatial Pyramid Pooling Networks) based on R-CNN and for
the repetitive operations and shape distortion of convolutional neural networks [17]; Ross
Fast R-CNN [18] proposed by Girshick et al. in 2015; Shaoqin Ren et al. on the basis of
Fast R-CNN solve the problem of SPP-Net and Fast R-CNN, both of which have separate
candidate regions CNN [19]; Region-based full convolutional network (R-FCN), feature
pyramid network (FPN), mask R-CNN, etc.

(2) A single-stage target detection algorithm based on classification/regression. This
type of algorithm directly extracts features from the original image to predict the clas-
sification and position of the object, and converts the target frame positioning problem
into a regression problem. The main methods are MultiBox, AttentionNet, and G- CNN,
Joseph Redmon et al. in 2015 inherited OverFeat’s algorithm YOLO [20] Wei Liu et al.
proposed a combination of YOLO regression ideas and Faster R-CNN’s anchor box mech-
anism for the problem of poor positioning accuracy of the YOLO algorithm. SSD (Single
shot multi box detector (Single shot multi box detector) [21], YOLOv2, Deconvolution
Single Point Detector (DSSD), Deep Supervised Object Detector (DSOD), etc.

The two-stage detection algorithm can accurately detect dense targets and small targets,
but the detection speed is slow. The single-stage algorithm omits the process of candidate
regions, has a simple structure, and improves the detection speed. However, for scenes
where the target density is too large or the target overlap is high, the missed detection of
small and dense targets occurs, which is reduced to a certain extent Improve the detection
accuracy.

3. Proposed Technique. According to the five types of detection targets set for fixed-
wing aircraft, birds, vehicles, people, and rotorcraft, the Mobilenet-SSD network is used
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for target detection and recognition under the Caffe framework, and the OpenCV com-
puter vision library is used for image processing

3.1. MobileNet-SSD algorithm. The SSD proposed by Wei Liu et al. is a single-stage
target detection algorithm. As an improved model of the current mainstream network,
SSD is derived from the Faster R-CNN series of detection models. It not only inherits the
good performance of the original detection framework, but also improves and updates on
the basis of the original model. It has a good balance between timeliness and accuracy
and is widely used . The network structure of SSD is to change the two fully connected
layers in the VGG16 network into convolutional layers, remove the soft-max layer and add
4 convolutional layers, and obtain feature maps of different scales from different convo-
lutional layers of the convolutional neural network. , And obtain the high-level semantic
information of the image, and then perform non-maximum suppression to complete the
prediction, thereby improving the accuracy of the target detection result.

Figure 1. Structure of MobileNet-SSD

MobileNets [26] proposed by Andrew G. Howard et al. is a lightweight deep neural
network based on a streamlined architecture and using deep separable convolutions pro-
posed by Google for embedded devices such as mobile phones for mobile and embedded
vision applications. Depth separable convolution is to solve the standard convolution into
deep convolution and 1x1 point-by-point convolution. Through the convolution solution,
a large number of parameters are saved, the amount of calculation is greatly reduced,
the calculation speed is increased, and the accuracy of the model is less affected. The
MobileNets structure is based on the above-mentioned deep decomposable convolution.
Only the first layer is standard convolution. Except for the last fully connected layer, all
layers are followed by batchnorm and ReLU, which are finally input to softmax for clas-
sification. Considering that deep convolution and point convolution are different layers,
MobileNets has a total of 28 layers. In addition to v1, two improved version of MobileNet
has been reported in [27, 28].
Since the SSD model uses a single-stage target detection algorithm, no candidate re-

gions are required, and feature maps of different scales are directly obtained from different
convolutional layers of the convolutional neural network, while the MobileNets lightweight
deep neural network uses deep separable volumes The specific network structure estab-
lished by product, which allows the two to be combined. As shown in Figure 1, the
configuration of MobileNet-SSD from Conv0 to Conv13 is completely consistent with the
MobileNet v1 model. After the final convolution layer Conv13, 8 convolution layers are
added, and a total of 6 layers of feature maps are extracted for target detection. The
Mobilenet-SSD network model uses the SSD model as the basic model, combined with
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the characteristics of Mobilenet using fewer parameters and reducing the amount of cal-
culation, using a small-scale parameter network on the basis of ensuring good accuracy,
reducing the amount of calculation and reducing resource consumption.

3.2. Caffe framework. With the development of deep learning, researchers have devel-
oped many open source deep learning frameworks, such as Caffe, Tensorflow, MXNet,
Theano, etc. Caffe [29] is a deep learning framework developed and released by the Uni-
versity of Berkeley Vision and Learning Center in 2014. The framework is written in clean
and efficient C++ code, with layers as the unit, which makes the framework structure
clear, and the code execution efficiency is high. Loss of flexibility; CUDA is used for GPU
computing, and has almost completed the good support binding with Python/Numpy
and Matlab, supports command line, Python and MATLAB interfaces, and can directly
and seamlessly switch between CPU and GPU.

The Caffe framework is very efficient when processing large amounts of data. In addition
to using OpenBLAS, MKL, cuBLAS and other computing libraries, it is also compati-
ble with GPU acceleration, which makes it very suitable for feature extraction of two-
dimensional image data; in addition, Caffe provides training and prediction A complete
set of tools, such as, fine-tuning, publishing, data preprocessing and automatic detec-
tion, greatly reduces the difficulty of deep learning research and development, and is very
user-friendly. There are three core modules of Caffe, namely Blobs, Layers, and Nets.
Among them, Blobs is a four-dimensional continuous array that represents the amount
of input data, the number of channels, and the length and width of the image. It can
represent input and output data, parameter data; Layers are some The representation of
the network layer includes convolutional layer, pooling layer, activation layer, etc.; Nets
is a collection of Layers, which associates Layers layers together.

4. Model Training and Testing Based on Self-collected Data Sets.

4.1. Self-collected data set based on VOC2007. To detect the five types of detection
targets set for people, vehicles, fixed-wing aircraft, rotorcraft, and birds, you need to create
your own data set and add it to MobileNet-SSD for training. The five types of targets
that need to be detected are not completely consistent with the existing data set and
cannot be used directly; this article makes its own data set according to the format of the
VOC data set [9] to connect to practical applications. The specific production method is
as follows:

(1) Create a dataset folder: Create a self-made dataset folder VOC devkit and subfolders
Annotations, ImageSets/Main and JPEG Images. The JPEG Images folder stores the five
types of established target images prepared by yourself, and the image formats must be
consistent; the Annotations folder is used to store the xml files generated by tagging the
images in JPEG Images, and the two must be one-to-one correspondence; the ImageSets
folder contains Main The subfolder stores txt files. The file is the name of the picture
used for training verification and testing, excluding the suffix.

(2) Annotate the target picture: Since the names of pictures downloaded or crawled
on the Internet are mostly irregular and inconvenient to use, rename the picture first.
For example, researcher can refer to ”000001.jpg” for naming for easy use. Commonly
used tools for labeling pictures include: labelme and IAT for image segmentation tasks,
labelImg, and Vatic (which can be used for video labeling) for image detection tasks; this
article uses labelImg for image labeling, and after labeling the target frame Generate an
xml file, as shown in Figure 2, the file contains information such as the source image
storage path, image size, tag name, and destination location. This article first obtained
1344 images of five types of targets from the Internet for the first training; later, 327
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additional images from the Internet, extracted from the VOC2007 data set include the
original images and corresponding xml of four types of targets including people, vehicles,
birds, and fixed-wing aircraft 2856 files are used for the second training. The extracted
source images and corresponding xml files should only include one or more of the above
four types of targets, so as to avoid mixing with other categories to affect training. See
Figure 3 for pictures of self-made dataset and target statistics.

Figure 2. Image annotation based on LabelImg (left) and the xml file (right)

(1) Generate image set txt file: After obtaining the xml file of the source image, you
need to divide the training verification set (trainval) and the test set (test) according to
the ratio. The training verification set includes the training set (train) and the verification
set (val). And write the corresponding xml file names into four txt files: trainval, train,
val, test; due to the large number of pictures.
(2) Make labelmap.prototxt: This file is used to define the types of training samples,

which can be copied from the caffe root directory /data/VOC0712/ to the self-made data
set folder, and modified according to the established goals. The training sample categories
are background and established target categories. There are six categories in this article.
(3) Create lmdb database: Caffe supports lmdb, h5py, etc. for training data formats,

and uses lmdb format data by default. The lmdb data format is often used for single-
label data, such as classification; for regression and other problems or multi-label data, the
h5py data format is generally used. Refer to the SSD project under the caffe framework of
weiliu89, copy the two scripts create list.sh and create data.sh in the Caffe root directory
/data/VOC0712 to the self-made data set folder, and modify the path in the script.
After running the above two scripts in sequence, two folders, VOC2007 test lmdb and
VOC2007 train lmdb, can be generated under the self-made data set folder, and the
generated database files are built-in. This completes the creation of the self-made data
set.

4.2. Model training and testing. The main files in MobileNet-SSD and their uses are
shown in Figure 4. In the training model link, it is worth noting that the SSD under
the Caffe framework of weiliu89 uses the python script ssd pascal.py to automatically
generate the prototxt file and starts training, while the MobileNet-SSD of chuanqi305
uses the gen model.sh script to generate the prototxt file and use it The train.sh script
starts training. The process is as follows.
(1) Regenerate network files: Since the VOC data set is 21 types (plus background), it is

necessary to regenerate training, testing and running network files. Run the gen model.sh
script on the command line. Its usage is: bashgen model.sh num, where num is the number
of sample categories, which is consistent with labelmap.prototxt.
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Figure 3. Collected Dataset

Figure 4. Files in MobileNet-SSD

(2) Modify the network files: After running, three network files deploy.prototxt will be
generated in the MobileNet-SSD/example directory. You need to change the source of the
data parm layer in the network file to the actual path of the self-made data set, in the
file The batch size is not easy to set too large, otherwise it will cause memory overflow
and training failure.

(3) Training model: Run the train.sh script to start training. Before that, change
the solver train.prototxt network parameter file according to your needs. The model
generated by training will be saved to the snapshot folder according to the definition of
the parameter file. After the training, the training situation will be output on the screen.
Also run merge bn.py to merge the bn layer to generate the final model. The first model
(hereinafter referred to as model 1) training iterations is 120,000 times, and the average
network accuracy is 0.877; the second model (hereinafter referred to as model 2) training
iterations is 100,000 times, and the average network accuracy is 0.867151.

There are two types of model testing. One is to use the test set in the data set to detect
the model effect, and the other is to use the data set in the actual application outside the
data set to detect the model effect; the model test here refers to the former, the latter
will Do it in the next chapter.

Run the test.sh script under MobileNet-SSD to start the test. The solver test.prototxt
file is called during the test; the detection eval value and loss value are printed on the
screen after the test is over. The average accuracy of model one is 0.877272, and the
average accuracy of model two is 0.866873.

5. Target Detection and Recognition Based on Self-training Model. In order to
further test the detection effect of the self-training model, and study the recognition of
various targets by the self-training model in detail, this paper randomly obtains a total of
580 pictures from the network outside the self-made data set, and makes the model one run
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on this picture set. This run correctly recognized 492 pictures, the detection frame rate is
basically 9-11 frames, and the total correct rate is 85.86%. The problems that occur during
model 1 operation are divided into the following five categories: unrecognized target,
missed target, wrong target, misrecognized other objects, correct target and misrecognized
target (generate multiple bounding boxes for the same target).
It can be seen from the running results of model 1: (1) The vehicle-type target recog-

nition effect is the best. There are two reasons: one is that the vehicle shape is relatively
single; the second is that the number of training images is slightly more than the other
four types of targets. (2) The human target recognition effect is the worst, and the num-
ber of missed targets appears the most when two people are side by side or overlap. The
reason for the poor recognition effect of humans is that the posture and shape of people
are more complicated, and the number of training pictures is not enough to cover the
postures of most people, and training is needed. (3) When recognizing fixed-wing targets,
it is easy to misrecognize the target as a rotor (this is the case in 13 of the 15 problematic
pictures), and it is necessary to strengthen the training distinction between these two
types of targets.

Figure 5. Statistics of Model 1 and Model 2

In order to improve the detection effect of Model 1, 2856 source images of four types
of targets including people, cars, birds, and fixed-wing aircraft and 2856 corresponding
xml files were extracted from the network supplementary images and VOC2007 data set.
Run model two on the same set of pictures, correctly identify 534 pictures, with a total
correct rate of 92.07%. The statistical results of models one and two are shown in Figure
5 and Figure 6. It can be seen that compared with model 1, the recognition accuracy of
model 2 is improved by 6.21%. The increase of the data set has made the model effect
somewhat improved, but the recognition effect of people is still relatively poor.
Some test results are shown in Figure 7. Obviously we can see that almost all targets

are detected and recognized correctly.

Figure 6. Performance of Model 1 and Model 2
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Figure 7. Some test results

6. Conclusions and Future Work. This article analyzes the important position of
border security and the application of existing border monitoring systems. Aiming at the
high cost of monitoring pan-tilts and the difficulty of conventional servo mechanisms to
meet high-precision positioning requirements, the application level of video monitoring
systems is relatively low, insufficient application depth, and information The problem of
insufficient analysis and processing capabilities and low level of intelligent application is
proposed to use the Mobilenet-SSD network for target detection and recognition under
the Caffe framework. With the help of neural network and computer vision technology,
the effective information in the video image is fully extracted in the hope Achieve early
warning and monitoring of key targets for border defense. For five types of typical moni-
toring targets, a model for the five types of monitoring targets is generated based on the
self-made data set training under MobileNet-SSD, and the average accuracy of 87.73%
and 86.69% is achieved on the self-made data set. In addition, based on the self-training
model, code was written outside the self-made data set for target detection and recogni-
tion. Among 580 test images, the two self-training models reached 85.86% and 92.07%
accuracy rates respectively.
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