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Abstract. Multilevel image thresholding plays a vital role in the image processing tech-
nique unique for the image segmentation of processing at higher rates, but the increasing
exponentially exhaustive of its computational time when the number of desired thresholds
significant. The metaheuristics algorithm is one of the most promising of effective and
efficient ways of solving intractable problems. This paper adjusts one of the latest meta-
heuristics for the image segmentation problem based on the multilevel thresholding, the
improved cockroach swarms optimization (ICSO). The experimental results are compara-
ble with other state-of-the-art algorithms that show that the ICSO on standard benchmark
images is better than the competitors.
Keywords: Cross-Entropy Thresholding, Image Segmentation, Improved cockroach
colony optimization.

1. Introduction. Image segmentation is a method of subdividing an image into homo-
geneous and disjunct sets that share similar properties, i.e., strength, color, and contours
[1][2]. Image segmentation is essential for pattern recognition and computer vision in
the application for object detection, surveillance, medical imaging, character recognition,
and other fields [3][4]. Comparable sets regarding a particular homogeneity criterion
in the image segmentation[5][6]. It usually represents the first step in the understand-
ing and representation of images, and the results obtained by segmentation are used for
further high-level methods such as extraction of features, semantic interpretation, and
recognition of images and object classification [7][8]. It means that image segmentation
simplifies the process of dividing an image into regions that are used for specific appli-
cations also[9]. However, when the number of desired thresholds significant, the image
segmentation computational time is increasing exponentially exhaustively [5] [10]. The
metaheuristics algorithm is one of the most promising of effective and efficient ways of
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solving exponentially exhaustive problems[11][12]. Scholars attracted the meta-heuristic
algorithms that were successfully applied in various fields, e.g., the community of engineer-
ing [13][14], transport[15][16], and industries[17][18][19]. Most meta-heuristics are inspired
by animal behavior, social events and physical phenomena, such as the Genetic Algorithm
(GA)[20], Ant Colony Optimization ( ACO)[21], Grey wolf optimization (GWO) [22][23],
Hierarchical Archive based mutation strategy (HARD-DE)[24][25] and Particle Swarm
Optimization (PSO)[26][27]. Cockroach swarms optimization (CSO) is one of the lat-
est metaheuristics that inspired by cockroach behaviors for global optimization[28]. The
cockroach-inspired of the CSO algorithm has been applied successfully in the field of
numerical optimization and combinatorial problem due to its accessible features to im-
plement programs. However, the CCO algorithm uses pattern recognition, such as the
optimal multilevel image thresholding, which has still been regarded humbly. This paper
adjusts CSO for the image segmentation problem based on the multilevel thresholding.
The thresholding techniques are fundamental and essential for the image segmentation.
The multilevel thresholding is designed to establish boundaries for dividing the image into
multiple regions. The individual cockroaches of CSO learn from each other and decide
whether to follow or diversion. The controlling parameters are required to adjust for
suitable the multilevel image thresholding issue that achieves optimal success.

2. Improved Cockroach Swarms Optimization. Cockroach Swarms Optimization
(CSO) for global optimization is taken the inspiration from the cockroach behaviors.
Cockroach colony can communicate by the pheromones for making decisions and organiz-
ing themselves [28]. Cockroaches have poor vision but a good sense of smell. Cockroach
society is democratic and has no absolute leadership, so their behaviors included chasing,
hunger, dispersing, ruthless. The CSO algorithm also was modeled based on these be-
haviors[28][29]. The behaviors of chase-swarming are used to express location status as
follows.

xi = {xi + τ · rand(pi + xi), xi 6= pi
xi + τ · rand(pg + xi), xi = pi

(1)

where xi and τ denoted the location and step of cockroach respectively, with τ is a
constant value, and rand is a random number ∈ [0, 1], Pi and Pg denoted the personal
best location, and global best location that are expressed as follows.

Pi = Optj {xj, |xi − xj| ≤ vitual} (2)

pg = Opti {xi} (3)

where visual is distance perception that is a constant; j = 1, 2, ..N, i = 1, 2, ..N ; and
N is population size. The behavior of dispersion cockroaches is applied as follows.

xi = xi + rand (1, D) , i = 1, 2, . . . , N (4)

where D is dimension of problem space, and rand(1, D) is a vector random ∈ [1, D].

xk = pg′ (5)

The improvement version of the CSO (ICSO) is presented with a modified cockroach
location with the inertial weight to chase the swarming component of the original CSO
as follows.

xi =

{
ω · xi + τ · rand× (Pi − xi) , xi 6= Pi

ω · xi + τ · rand× (pg − xi) , xi = Pi
(6)
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The ICSO also presented with a modified hunger of cockroach behavior by replaced
Eq.(4) the original CSO with the following equation.

xi =

{
xi + (xi − ct) + xfood, if rand ≤ thunger

xi + rand (1, D) , otherwise
(7)

where (xi− ct) is cockroach migration from its xi present position, ct is a constant that
controls migration speed at the time, xfood denotes food location, thunger is hunger thresh-
old, that is a random number. The ICSO algorithm is illustrated with computational
steps as follows.

• Step1 Initialize the cockroach colony with uniformly distributed random, objective
function f, dimension D, and boundaries.
• Step2 Calculate P and Q, according to Eqs. (2) and (3), respectively
• Step3 Act chase-swarming, according to Eq. (6).
• Step4 Put a hungry manner using Eq. (7)
• Step5 Perform dispersion behavior Eq.(2)
• Step6 Behave ruthlessly with Eq.(5).
• Step7 Repeat the loop until the criterion max-iteration has been reached.

3. Image Segmentation based on ISCO. The threshold-based scheme is one of the
potent image segmentation algorithms that is to separate the object and background
pixels by selecting a few thresholds. For example, the problem of bilevel thresholding
must choose one limit only to divide objects and backgrounds into two classes, which
is easily implemented. Multilevel thresholding is, however, more prevalent in solving
challenge tasks such as mixed-type document analysis and segmentation of color images
[3] [5]. This section concentrates on the issue of segmentation of the color image that
can be extracted from the features based on optimization cross-entropy by the ICSO
algorithm.

Assume that n thresholds for an original image can be divided into the various groups
T (n+ 1).
Let t1, t2, , tn be n thresholds of the image regions with [class]1 ∈ {0, ..., t1}, [class]2 ∈
{t1, ..., t2}, ..., [class](n+1) ∈ {tn, ..., L}. The objective function for the optimal n thresh-
olds is formulated as follows

{t∗1, . . . , t∗n} = argmin {f (t1, . . . , tn)}
Subject to 0 < t1 < t2 < . . . < tn < L

(8)

where t∗1, ..., t
∗
n are optimal obtained results from n thresholds; f(t1, ..., tn) is the ob-

jective function for the optimization of the multilevel image segmentation with optimum
threshold values. The minimum cross-entropy scheme is used to determine the appro-
priate thresholds for image segmentation. The cross-entropy measures the theoretical
distance of information for two on the same set of probability distributions, as Kullback
suggested[30]. Let P{p1, p2, ..., pn}, and Q{q1, q2, ..., qn} be two probabilistic distributions.
The cross-entropy can be expressed for two distributions of the P and Q as follows.

D (P, Q) =
n∑

i=1

pi log
pi
qi

(9)

The threshold values can be calculated based on optimizing the cross-entropy between
the threshold version and the original image. The feature extraction of the image Is is
figured out as follows.
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Is (x, y) =

{
u (1, t) , I (x, y) < t
u (t, L+ 1) , I (x, y) ≥ t

(10)

where I is the original image (with z(i) is its histogram); i = 1, 2, ...., L, L is a gray
level); t is the threshold value for extracting feature image I, and u can be calculated as
follows.

u (a, b) =
b−1∑
i=a

iz (i) /
b−1∑
i=a

z (i) (11)

Then the cross-entropy can be rewritten as expression follows.

D (t) =
t−1∑
i=1

iz (i) log

(
i

u (1, t)

)
+

L∑
i=t

iz (i) log

(
i

u (t, L+ 1)

)
(12)

Also, its expression can be expressed as follows.

D (t) =
L∑
i=1

iz (i) log (i)−
t−1∑
i=1

iz (i) log (u (1, t))−
L∑
i=t

iz (i) log (u (t, L+ 1)) (13)

The extension with the case of the n thresholds can apply obtained multilevel image
feature extraction that can be expressed as follows.

(t1, . . . , tn) =
L∑
i=1

iz (i) log (i)−
t1−1∑
i=1

iz (i) log (u (1, t1))

−
t2−1∑
i=t1

iz (i) log (u (t1, t2)) −
L∑

i=tn

iz (i) log (u (tn, L+ 1))

(14)

The minimum cross-entropy determines the optimal threshold values, in which adding
t0 = 1, t(n+ 1) = L+ 1, and then the objective function can be redefined as follows.

f (t1, . . . , tn) = −
n∑

k=0

tk+1−1∑
i=tk

iz (i) log (u (tk, tk+1)) (15)

The optimal n thresholds {t∗1, ..., t∗n} by the MCET can be calculated as follows.
{t∗1, ..., t∗n} = argmin{f(t1, ..., tn)}. Fig. 1 shows the ISCO algorithm for image segmen-
tation is illustrated with flowchart steps as follows.

4. Experimental Results. The multilevel thresholding segmentation of color images is
optimized by the proposed method based on minimum cross-entropy as a fitness function.
Six color images are selected to test the proposed scheme performance for multilevel
thresholding segmentation [3][5]. The three (RGB) channels are set threshold values to
5, 8, and 11. Figure 2 lists the selected image color with each color image has different
bands (RGB) with it’s a multidimensional, multimodal model.

The obtained results of the proposed ISCO method for image feature extraction are
compared with the PSO [27] and GWO[23] methods, respectively. Each color image
channel, then the segmented results are concatenated to form the final segmented image.
Figure 3 illustrates the comparison convergence of the proposed ICSO scheme with the
PSO and GWO methods, and the visually extracted three channels (RGB) for image 1
with thresholds set to 5. It is seen that the proposed ICSO scheme produces the coverage
faster than the PSO and GWO scheme. Figure 4 displays the visually extracted (RGB)
channels of image 01 with thresholds set to 8. Figure 5 shows several visually segmented
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Figure 1. Flowchart of the multilevel image features extraction solution
by applying the ISCO

Figure 2. The selected image color with each color image with a multidi-
mensional and multimodal model
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Figure 3. Comparison convergence of the proposed ICSO scheme with the
PSO [27] and GWO [23] methods and the visually extracted three channels
(RGB) for image 1

Figure 4. Visually extracted (RGB) channels of image 01

images after using various optimization algorithms. It indicates that the accuracy of the
segmented image has improved by the proposed scheme with thresholds increase.

In order to assess the quality of the segmented image of the results obtained from the
experiment, metrics of PSNR and SSIM are used to perform a comprehensive evaluation



168 J.S. Pan, T. L. P. Nguyen, T. G. Ngo, T. K. Dao, T. T. T. Nguyen, and T. T. Nguyen,

Figure 5. Comparison visually feature extracted of the proposed ICSO
scheme with the PSO and GWO methods with different thresholds

Table 1. The metric of evaluation parameters used to measure segmented
image results

of the various algorithms in comparison. Table 1 lists the metric of evaluation parameters
used to measure segmented image results.

A higher value of the PSNR, SSIM parameters, the better-segmented result is, and the
segmented image quality is as good as the original image for visible. Table 2 shows a
comparison of the obtained results of the optimization of the proposed scheme with PSO
and GWO schemes based on a metric of the PSNR and SSIM. The best values are all
highlight in Table 2. From the data values, we can see that the number highlight of the
achieve identical segmented effects in six color images belongs to the proposed scheme.
The proposed ISCO algorithm generally indicates better than the other contrasting al-
gorithms. Overall, the proposed ISCO algorithm is valid and practicable in solving the
problem of multilevel image segmentation.

5. Conclusion. This paper presented one of the latest metaheuristics the improved cock-
roach swarms optimization (ICSO), for the image segmentation problem based on the
multilevel thresholding. The parameters of the optimization method were adjusted to
suit the multilevel thresholding issue. Because of challenging tasks such as mixed-type
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Table 2. Comparison of the obtained results of the optimization of the
proposed scheme with PSO and GWO schemes for multilevel image seg-
mentation based on a metric of the PSNR and SSIM

document analysis and segmentation of color images, it is the increasing exponentially
exhaustive of its computational time when the number of desired thresholds significant.
The threshold-based was used to separate the object, and background pixels for the robust
image segmentation is modeled for the fitness function of optimization. The ICSO was
applied to deal with this problem. The experimental results were compared with other
state-of-the-art algorithms that show that the ICSO on selected images is better than the
competitors.
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