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Abstract. The key expansion algorithm is a critical factor that affects the encryp-
tion performance of block cipher. In view of the digital chaotic sequence, there are
obvious degradation of the dynamic characteristics and the phenomenon of local peri-
odicity, a chaotic key expansion algorithm based on genetic algorithm according to the
genetic mechanism that survival of the fittest is proposed in this paper. Taking the dig-
ital chaotic sequence as the initial population, using the fitness function to evaluate the
merits and demerits of the individual sequence, and performing the operations of the
selection, crossover, and mutation, so that the generation and expansion of the key are
realized through the generation-by-generation evolution. The simulation and test results
show that the key expansion algorithm is safe and efficient, which is easy to implement
and can better meet the encryption requirements of lightweight block cipher.
Keywords: key expansion; chaotic mapping; genetic algorithm; block cipher

1. Introduction. The block cipher is generally composed of two parts, namely the en-
cryption round function and the key expansion algorithm. The key expansion algorithm
refers to that, the initial master key generates subkeys according to a certain rule, and
uses it for each round to perform encryption and decryption together with round function.
In recent years, attacks against the key expansion algorithm are attracting increasing at-
tention, the existence of weak key classes will make the block cipher have obvious attack
weaknesses under their effect[1, 2]. For example, plaintext pair encrypted with the same
key or two different related keys were used to implement a correlation key difference
attack[3] for the key recovery, and a sliding attack[4] is performed using the periodicity of
each round subkey to attack the cryptographic algorithm. Therefore, it is very important
to design a secure and efficient key expansion algorithm for cryptographic security.

Apart from the general characteristics such as strong randomness, high complexity and
large key space, the key expansion algorithm should also have independence and sensitivity
to effectively resist all kinds of attacks against its defects[5]. At present, the implemen-
tation of key expansion is mainly divided into two categories. One is to operate on the
master key directly to obtain each round subkey, and the other is to use round-by-round
iterative output starting from the master key as each round subkey. The specific imple-
mentation method involves the simplest linear operation such as simple replacement and
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cyclic shift, XOR, modular addition, and other linear operations that introduce avalanche
effect, s-box, parameter control and other non-linear operations to enhance the confusion
effect, as well as the improvement and optimization of the above methods [6].

By virtue of the initial value sensitivity, intrinsic randomness, and orbital ergodicity
of the chaotic mapping, it would gradually evolve into a more secure and efficient key
generation mechanism [7]. Due to the digital chaotic sequence has obvious dynamic
characteristics degradation and local periodicity phenomenon [8], using it directly as a
key can be easily deciphered by attackers through the probabilistic statistics and other
methods. In response to this problem, this paper proposes to use the digital chaotic
sequence as the initial population, calculates and orders the fitness function, and performs
the operations of the selection, crossover, and mutation, sequentially generates the round
subkeys required for block cipher encryption by population iterative optimization. The
key expansion algorithm not only has more excellent cryptographic characteristics, but
also can improve the efficiency of key generation and expansion, which is an ideal choice
for lightweight block ciphers used in wireless sensor network and other fields.

2. Chaotic Mapping. Chaos is a deterministic and pseudo random process produced by
the nonlinear dynamic system [9]. Chaotic attractor has the characteristics of topological
transitivity and miscibility and it is sensitive to the system parameter, as a result it
fits for the confusion principle in cryptography design. Meanwhile, the divergence of
trajectories and the sensitivity to initial value of chaos fit for the diffusion principle in
cryptography design [10]. Compared with continuous chaotic system, the discrete chaotic
mapping is fast to iterate and easy to control, having incomparable superiority in hardware
implementation [11].

As a kind of chaotic mapping, although the logistic has been widely researched and
applied owing to its simple mathematical model, the disadvantages of which are apparent,
such as infinite fixed-point attractor, small surjective map interval, narrow parameter
ranges and low complexity, etc.[12, 13, 14, 15]. When the system parameter is improperly
chosen, the iterative results would tend to be a fixed-value or concentrated distribution,
when used as the key directly the security of cryptographic algorithm would be influenced
to a certain extent. Therefore, an improved logistic chaotic mapping is proposed in
literature [16] and the iterative equation is

xn+1 = µxn(1−x2n)mod1 n = 1, 2, 3... (1)

In Eq. (1), the interval of system parameter is µ ∈ (0, 4], the interval of initial value is
xn ∈ (0, 1] and mod1 is the standard modulo 1 operation.

As shown in Figure 1, the Lyapunov exponent of logistic mapping is positive only when
µ > 3.57, while the parameter range corresponds to positive Lyapunov exponent of the
improved logistic mapping is obviously enlarged. As shown in Figure 2, it is apparent
that the attractor structure of the improved logistic mapping possesses a higher level of
complexity. Although there is only a trivial improvement, the dynamic characteristics of
the improved logistic mapping are significantly enhanced to provide a reliable guarantee
for the security of keys and ciphers.

3. Genetic Algorithm. Genetic algorithm [17, 18] is an optimization method that simu-
lates the evolution of biological population, which is widely used due to its many excellent
characteristics. Genetic algorithm is essentially a kind of optimization process of popu-
lation iteration, starting from a random initial population, according to the principle
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of survival of the fittest, the next generation population with better performance is pro-
duced through the genetic optimization operation of competition, selection, reproduction,
mutation and so on.
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(a) The logistic mapping (b) The improved logistic mapping

Figure 1. Comparison of Lyapunov exponent of chaotic mappings
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(a) The logistic mapping (b) The improved logistic mapping

Figure 2. Comparison of attractor of chaotic mappings

The genetic algorithm first encodes the parameters, randomly generates a certain num-
ber of individuals as chromosomes to form the initial population, and designs fitness
function as a criterion for judging the performance of each individual. Individuals with
good performance are selected as paternal and maternal individuals with a certain prob-
ability, which will participate in the process of crossover and mutation in inheritance, so
as to generate a new generation of population [19].

The probability selection operation of genetic algorithm is based on the individual
fitness, evaluates the merits and demerits by calculating the fitness value of chromosomes
in the population, so as to determine the size of the genetic opportunities and form
the intermediate population. When using the genetic algorithm to solve optimization
problems, the key lies in whether the selection, crossover, mutation strategy and parameter
settings are reasonable. These three operations are the main search operators of the
genetic algorithm, which can guarantee the reasonable convergence speed of the algorithm
and prevent the possible local convergence under the constraint of the fitness function[20].

The fitness function is generally a mathematical model of the optimization problem
and calculates the fitness value of the individual sequence according to certain adaptive
conditions. Through the selection operation some candidate individuals are retained
and others are discarded, then the excellent individuals will be inherited directly to the
next generation. The selection operator directly affects the convergence speed of genetic
algorithm and whether the optimal solution can be found. In this paper, the size of the
sum of Hamming distances between individual sequences is used as the selection basis for
fitness

d1 = d12 + d13 + d14
d2 = d21 + d23 + d24
d3 = d31 + d32 + d34
d4 = d41 + d42 + d43

(2)
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In Eq. (2), dij is the Hamming distance between the individual sequence i and j, and
di is the sum of the Hamming distances of the corresponding individual sequence and
other individual sequences. The greater the sum of the Hamming distances, the lower the
correlation of the sequence to other sequences, the greater the probability that it will be
selected.

The crossover operation is a process of gene recombination that simulates sexual repro-
duction in nature, the gene segments of paired chromosomals are interchanged to construct
a new individual through a certain crossover probability. The arithmetic crossover refers
to the generation of two new individuals through the linear combination of two indi-
viduals, the most commonly used of which the binary single-point arithmetic crossover
operation is adopted in this paper. A crossover point is first randomly set in the individual
sequence, and some genes of the two individuals after the point are interchanged when
the crossover is performed

individual A: 0110↑000→new individual A′: 0110111

individual B: 1100↑111→new individual B′: 1100000
(3)

The mutation operation simulates the genic mutation phenomenon of the organism,
which is carried out on individuals of the population through a certain mutation proba-
bility. In this paper, the code weight of individual sequence is chosen as the basis of the
mutation decision. All individuals in the population are judged with the predetermined
mutation probability to determine whether to carry out mutation or not, and to select
the mutation position for the individual who mutates, so as to achieve gene improvement.
If the length of the binary individual sequence is n, and [2/5n, 3/5n] is preset to the
ideal mutation probability interval, when the individual sequence length is n = 128, the
mutation operation is performed according to the following rule

D =

 C0(64− w) , w < 51
C , 51 ≤ w ≤ 77
C1(w − 64) , w > 77

(4)

In Eq. (4), C is the individual sequence to be improved, D is the improved individual
sequence, and w is the code weight of individual sequence. When 51 ≤ w ≤ 77, the
individual sequence C does not need to perform mutation operation; when w < 51,
C0(64− w) represents that (64−w) 0s of individual sequence C are reversed from left to
right; when w > 77, C1(w − 64) represents that (w − 64) 1s of individual sequence C are
reversed from left to right.

In the genetic algorithm, the crossover operator is used as the main operator because
of its global search ability, and the mutation operator is used as the auxiliary operator
because of its local search ability. Through the operation of crossover and mutation which
cooperate and compete with each other the genetic algorithm has the equilibrium search
ability of balancing global and local.

4. Key expansion algorithm design. The main key is generated as shown in Figure
3(a), selecting 512-bit digital chaotic sequence as chromosomes which are divided into
four groups averagely. The sum of the Hamming distances of each individual sequence
and other individual sequences is used as fitness value and sorted by the size of which.
According to the principle that the higher the fitness value and the greater the probability
of selection, the two individual sequences with the largest sum of Hamming distances are
selected from four individual sequences of chromosomes as the paternal and maternal
individuals, and the 256-bit initial main key K is obtained by combining them.
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The sub keys are expanded as shown in Figure 3(b), the single-point crossover opera-
tion is performed on the 128-bit paternal and maternal individuals to generate two new
offspring individuals A and B. In order to reduce the linearity degree between the indi-
vidual sequences A and B, cyclic shift permutation are performed on them respectively to
improve the diffusion effect, and the XOR operation is performed on the shift outputs of
which to obtain the new offspring individual C. In order to improve the balance of indi-
vidual sequence C, the mutation operation is performed through calculation and decision
of code weight to enhance the random characteristics. If the obtained code weight is in
the ideal mutation probability interval, the offspring individual C is directly output as the
subkey; if the obtained code weight deviates from the ideal mutation probability interval,
the genes of offspring individual C will be improved and then output as the subkey. Ac-
cording to the above rules, the subkeys Ki required for each round of encryption can be
generated one by one.
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(a) Master key generation (b) Sub keys expansion

Figure 3. Key expansion algorithm

5. Key expansion algorithm test. According to the well-known Kerchhoff principle
[21], the security of the system does not depend on the confidentiality of the cryptosystem
or algorithm, but only on the key. Therefore, testing and analyzing the performance of
the key expansion algorithm is necessary.

5.1. Key space. The key space, also known as the size of the key, refers to the range of
keys to be selected. Theoretically speaking, an exhaustive attack can crack any crypto-
graphic algorithm with enough time and resources. However, in terms of computational
complexity, by attacking a cryptographic algorithm exhaustively, the average case needs
to try at least half of the keys.

When the key length is r bits, the key space has 2r elements. The literature [22]
has suggested that the key space of the cryptosystem must reach at least 2100 to be
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considered sufficiently secure. This view has been adopted by the majority of cryptography
researchers. As shown in Figure 4, the improved logistic mapping used in this paper is
extremely sensitive to the initial value, and the surjective map interval is significantly
expanded, combined with the genetic mechanism that survival of the fittest, it can meet
the requirements of resisting exhaustive attack.

0 20 40 60 80 100 120 140 160 180 200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

n

x

 

x1

x2

u

(a) Initial value sensitivity (b) Bifurcation diagram

Figure 4. Dynamic characteristics of the improved logistic mapping

5.2. Key randomness. The autocorrelation function is used to describe the degree of
correlation between the key values at different times, which is regarded as the important
basis for judging the random performance of the key.

Based on the improved logistic mapping, it can be found through the simulations of
4, 8, 12, 16 round subkeys autocorrelation before and after the introduction of genetic
algorithm, the combination of the chaotic mapping and the genetic algorithm can signif-
icantly enhance the autocorrelation of each round subkey, which effectively alleviates the
local periodic phenomenon of digital chaotic sequences.
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Figure 5. Comparison of autocorrelation of key expansion algorithm

5.3. Key correlation. In the key expansion algorithm, statistical independence between
round subkeys is difficult to achieve, and only the round subkeys can be made as uncor-
related as possible. In mathematical statistics, the cross-correlation function is used to
represent the correlation of two random sequences, and it is used here to analyze the
degree of correlation between round subkeys.

The cross-correlations between round subkeys before and after the introduction of ge-
netic algorithm are shown in Figure 6. The introduction of genetic algorithm can effec-
tively reduce the cross-correlation between the round subkeys. Meanwhile, because the
key expansion has a single direction of operation, even if the first round subkey is inter-
cepted, the initial master key is derived by 2128 attempts, which can achieve the intensity
of brute force cracking, and the key security is significantly improved.
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Figure 6. Comparison of cross-correlation of key expansion algorithm

5.4. key sensitivity. Key sensitivity refers to that as the key iteration progresses, a small
change in the initial master key will cause an avalanche effect on each round subkey. The
avalanche effect means that only one bit of input change will cause about half of the
output bits to change. It is an ideal property of the key and cryptographic algorithm to
detect the degree of key diffusion.

Key sensitivity is as shown in Figure 7, when the initial master key changes by 1 bit, the
change rate of Hamming distance between the initial master key and the round subkeys
change only up and down around 0.5, and it will be closer to 0.5 as the change bits of
the initial master key increases, which shows that the key sensitivity can fall into a ideal
confidence interval, and even small changes can spread quickly through the iteration of key
expansion, making the round subkeys and the encrypted ciphertext completely different.

5.5. NIST test. In order to further verify the performance of the key expansion al-
gorithm, the SP800-22 test package developed by the National Institute of Standards
and Technology (NIST) is used for the random performance detection of round subkeys.
SP800-22 contains a total of 16 standard tests to detect the different properties of random
sequences. Each index is obtained through a certain test algorithm, and the p-value of
which is reflected as the test result. the greater the p-value, the better the randomness of
the test sequences.

As shown in Table 1, NIST tests are carried out on round subkeys of SM4 key expan-
sion algorithm in literature[23], SM4 key expansion algorithm based on chaotic mapping
in literature[24] and key expansion algorithm based on chaotic mapping and genetic algo-
rithm in this paper. By comparison, we can see that the key expansion algorithm in this
paper makes the randomness of round subkeys significantly enhanced.
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Figure 7. Sensitivity of key expansion algorithm

Table 1. NIST test of key expansion algorithm

test item
P-value in

Literature[23]
P-value in

Literature[24]
P-value in
thist paper

Approimate Entropy 0.994038 0.999242 1.000000
Block Frequency 0.550177 0.283013 0.859684

Cumulative Sums
0.629223 0.546062 0.623533
0.301120 0.519702 0.549204

FFT 0.121488 0.121488 0.123812
Frequency 0.317311 0.381574 0.576150
Linear Complexity 0.919689 0.985608 0.919689
Longest Run 0.222186 0.228193 0.296950
Rank 0.693720 0.693720 0.693720

Runs
0.826678 0.881524 0.891044
0.006450 0.400350 0.498961

Serial 0.056433 0.855688 0.498531

6. Conclusions. It is very important to design a secure and efficient key expansion
algorithm for cryptographic security. In this paper, a chaotic key expansion algorithm
based on genetic algorithm according to the genetic mechanism that survival of the fittest
is proposed, which takes the digital chaotic sequence as the initial population, calculates
and orders the fitness function, and performs the operations of the selection, crossover,
and mutation, so that the generation and expansion of the key are realized through
the generation-by-generation evolution. The simulation analysis and performance tests
show that the algorithm does not require complicated operation to solve the dynamic
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characteristics degradation and local periodicity phenomena of digital chaotic sequences,
which can not only meet the application requirements of lightweight block ciphers, but
also have certain reference significance for exploring new key expansion algorithms.
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