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Abstract. Considering the problems that the timeliness of the key frame extraction
method using the comparison of the Cumulative Global Color Histogram[1] (CGCH) com-
bined with the comparison of central moment of each original block is not high, our paper
proposes a fast key frame extraction method based on the moving targets in surveillance
video, which makes use of surveillance where a lot of redundancy is present. First of
all, our paper uses the foreground extraction based on Gaussian mixture model (GMM)to
obtain the foreground which contains the moving objects in surveillance video. Eroding
and dilating and 4-neighborhood searching algorithm are performed to confirm the posi-
tion of moving objects. From this, we can select the foreground frames and rearrange
them to form a more brief video sequence. Finally, our paper adopts the algorithm using
the comparison of the CGCH combined with the comparison of central moment of each
original block to extract the key frames. Experimental results indicate that the proposed
methods outperform the original method in both extraction accuracy and processing speed
specially for surveillance where a lot of redundancy is present.
Keywords: Cumulative Global Color Histogram, Central moment, GMM foreground
extraction, 4-neighborhood searching algorithm, Key frame extraction.

1. Introduction. Video surveillance has been widely used in many applications. Public
safety and theft protections are most important uses of it. A system like this needs an
efficient transmission and storage of the large video data. Key frame extraction is a simple
and powerful system to accomplish this objective[2]. Key frame extraction from video
refers to extracting the frames that can represent the original video content according to
predefined criteria, which can reduce the redundancy in video data and only retain the
most useful parts of video data. The current key frame extraction method can be divided
into the following three categories. (1) Key frame extraction based on shot boundary[3, 4].
The method firstly divides the video into several shots and takes the shot as the basic unit.
Then the method selects the first frame and the last frame of the shot as the key frames and
extracts a fixed number of frames in the shot as the key frames according to the judgment
model. (2)Clustering-based key frame extraction[5]. The main idea of this method is to
group frames with similar low-level features and select the frame closest to each cluster
center as a key frame[6, 7, 8]. Though clustering is a good method for key frame extraction,
it has some drawbacks such as it does not consider temporal information[9, 10]. (3)Key
frame extraction based on motion. The motion is an intrinsic attribute of video and
human eyes are very sensitive to it; thus they take into account motion events and camera
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operations in key frame extraction. The triangular model based on Perceived Motion
Energy (PME)[11] is a typical motion-based key frame extraction method. Since the
method does not require threshold judgment, the calculation speed is very fast. Ma
et al.[12] assume that the change of motion states attracts more attention than motion
itself. They define the frames with the most significant acceleration (MSA) as key frames.
However, surveillance video taken by the monitoring equipment has no obvious video
structure and shot transition. Therefore, some traditional key frame extraction methods
are not suitable to deal with the surveillance video.

According to the characteristics of the surveillance videomost of the video frames are the
same background images (The content is not compact enough, the redundancy is high),
our paper using the GMM foreground detection, eroding and dilating and 4-neighborhood
searching algorithm extracts the surveillance video sequence which contains the moving
objects(This method can reduce the length of the sequence from the video which processed
by the key frame extraction algorithm). Finally, our paper adopts the algorithm using
the comparison of the CGCH combined with the comparison of central moment of each
original block to extract key frames in the simplified surveillance video sequence. The
algorithm makes full use of global and local information in the frame. Compared with the
algorithm using the comparison of the CGCH combined with the comparison of central
moment of each original block, experimental results indicate that this algorithm deals with
the surveillance video more quickly, and its extracted key frames express the contents of
the surveillance video more briefly.

2. The Moving Target Detection in The Surveillance Video.

2.1. The Algorithm Using GMM Foreground Detection. Background modeling
using mixture of Gaussians is a classical algorithm of basic background subtraction[13].
The GMM algorithm for foreground detection is mainly used to initialize the surveillance
video and extract the foreground areas in all the frames. In this technique, each pixel
of a scene is modeled independently by a mixture of at most K Gaussian distributions.
With the arrival of the new images, parameters (average, mean and weight) of Gaussian
distributions are continually updated[14], and each pixel has to be matched to Gaussian
distributions to determine whether it is updated or not. So it can accurately characterize
the background information in real time. Compared with the single Gaussian model, it
can commendably deal with dynamic background which is regularly changing as well as
individual and mutational background models.

The formula of the Background modeling using mixture of Gaussians is as follows:

P (xt) =
K∑
i=1

ωi,t × ηi,t(xt, µi,t,Σi,t) (1)

Where xt is the sample value of the pixel at time t; K ∈ {3, 4, 5}is the number of
Gaussian distributions in the model; ωi,t is the weight parameter of the ith Gaussian
distribution at time t,and the sum of K weights is 1; µi,t is the mean of the ith Gaussian
distribution at time t; Σi,t is the covariance of the i

th Gaussian distribution at time t; ηi,t
is a Gaussian probability density function defined as:

ηi,t(xt, µi,t,Σi,t) =
1

(2π)
n
2 |Σi,t|

1
2

e−
1
2
(xt−ui,t)

TΣ−1(xt−µi,t) (2)

Where n is the dimension of xt.Based on the independent assumptions of color, covari-
ance is defined as Σi,t = σ2

i,tI(here, σ
2
i,t is the standard deviation of ith Gaussian distribu-

tion at time t). If one pixel value in a frame is satisfied with |xt − µi,t−1| < D × σi,t−1,
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in other words, the current pixel xt matches the ith Gaussian, so Mi,t = 1 and when
unmatched, Mi,t = 0. D is a constant threshold identical to 2.5[15], which controls the
rigorous level of foreground extraction. The smaller the value, the more stringent the
demands are. The parameters are updated by the following formulas.

ωi,t = (1− α)ωi,t−1 + α(Mi,t) (3)

µi,t =

{
(1− ρ)µi,t−1 + ρxt when Mi,t = 1

µi,t−1 when Mi,t = 0
(4)

σ2
i,t =

{
(1− ρ)σ2

i,t−1 + ρ(xt − µi,t)
T (xt − µi,t) when Mi,t = 1

σ2
i,t−1 when Mi,t = 0

(5)

ρ = αη(xt | µi,t , σi,t) (6)

Where α is the learning rate (0 ≤ α ≤ 1) and the value of α decides the background
frame update rate; ρ is the learning rate of the σ2

i,t and µi,t. If Mi,t = 0, σ2
i,t and µi,t

remain unchanged and the pixel belongs to foreground, and a new Gaussian distribution
is established to replace the original Gaussian distribution whose priority is the smallest.
This method uses the value of the nearest pixel as the average of the new Gaussian
distribution, then it initializes a smaller weight and a larger variance. With the time
going by, for an updated mixture model, if one pixel has always matched one distribution
of K Gaussian distributions, i.e., Mi,t = 1. Then as the time goes on, ω will constantly
increase and σ will constantly keep decreasing. By sorting for ω/σ, ω is normalized again.
By setting weights and threshold, we cut out the former b Gaussian distributions with
the highest weight, which are taken as the background model:

B = argmin
b

(
b∑
i

ωi,t > T ) (7)

Where b is a parameter from 1 to K, T is a threshold value chosen high for multi-model
distribution with repetitive motion in background. If the threshold T is small, the model
is often a single Gaussian model, which is the best Gaussian distribution (the weight is
the largest). If the threshold T is big, it will use multiple distributions as models, and
it is stable for scenes such as shaking of leaves, lakes ripples, and so on. The pixel is
judged to the background pixel as long as it matches any one of the former b Gaussian
distributions. Otherwise, the pixel belongs to foreground.

2.2. 4-Neighborhood Searching Algorithm. 4-neighbors, as the name implies, is the
four neighbors of the pixelA pixel P at coordinates (x, y) has four horizontal and vertical
neighbors whose coordinates are given by:(x+1,y), (x-1, y), (x, y+1), (x,y-1), as shown
in the Fig.1.

Figure 1. Four points are four neighbors of the center P
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(a) (b) (c)

(d) (e) (f)

Figure 2. A 4-neighborhood searching example

The prerequisite for the 4-neighborhood searching method is that the image must be
binary, i.e., the value of foreground is 255 and the value of background is 0. The basic
idea of method is to group all the adjacent foreground points to form the area. First, one
or more pixels found in segmentation area are the starting point of the search, i.e., initial
seeds. Then the pixels in the 4-neighbors which have the same properties with the initial
seeds are merged into one region. Moreover, we regard these pixels which merged into the
region as new seed pixels to continue the above process until there is no pixel merging.
In this way, a region has grown. The 4-neighborhood searching example is shown in
Fig.2(a).The number in the grid indicates the value of pixels in the binary image, and
the light blue pixel is the initial seed point. We assume that the initial seed point is
visited in the order up, left, right, down, and next we find that the light blue point is
the top-left corner without the left and the top pixels, so it is visited in the order right,
down. Then the pixel below the initial seed point is the same as the initial seed point,
therefore we merge them into a region and mark the point, which has been scanned, as
shown in Fig.2(b).The next step is scanning the 4-neighbors in order up, left, right, down,
and we get Fig.2(c) and Fig.2(d). In Fig.2(e), in addition to the scanned left point, the
pixel values of the other three points are 0 in 4-neighbors. Hencewe have to go back to
the last scan point and find its neighbors which have no mark and whose value is 255. We
scan out the pixel which meets the requirements and get Fig.2(e). When all the pixels
that the values are 255 have been marked, they(all the light blue blocks) are combined
into the foreground area, as shown in Fig. 2(f).

So the foreground area is extracted by the 4-neighborhood searching, we can determine
the maximum and minimum of its vertical and horizontal coordinates, i.e., the boundary of
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the area. The 4-neighborhood searching method establishes the foundation for positioning
the moving target area in the surveillance video.

3. KeyFrame Extraction Algorithm in Surveillance Video.

3.1. The Algorithm Based on The Comparison of Central Moment of Each
Original Block. (1) central moment: The central moment is proposed by Stricker and
Orengo, whose key idea is that any color distribution in the image can be represented by
its moments. The central moment is an effective and simple color feature, and most of the
information of color distribution is concentrated on lower-order moments(Generally, only
the first moment (mean), second (variance), third (skewness) are used to approximately
estimate the overall color distribution of the image.). It does not require color quantization
and its dimension is much lower than the color histogram. Whats more, experiment by
Liu et al. proved that the effect of central moment is almost as big as the color histogram.
Hence we use the central moment to perform the key frame extraction. The formula for
the third moment is:

m3i = (
1

N

N∑
j=1

|pij −m1i|3)1/3 (8)

Where m3i is the pixel skewness value of the i
th sub-block; N is the number of pixels in

the ith sub-block; pij is the pixel value of the jth bit in the ith sub-block; m1i is the pixel
mean value of the ith sub-block.
(2) blocking: When all shot frames are filtering, the purpose of blocking is to generate
a redundant candidate key frame sequence. The result of blocking is to automatically
select a different number of candidate key frames according to the amount of exercise of
the moving target or the range of camera operation, such as scaling or panning. The
candidate key frames can be used as a basis for judging the intensity of the movement of
each shot.
(3) The comparison of differences: The formula of the comparison of the central moment
difference is:

P (Q,D) =

√√√√ωH

3∑
k=1

(mQ
kh −mD

kh)
2 + ωS

3∑
k=1

(mQ
ks −mD

ks)
2 + ωV

3∑
k=1

(mQ
kv −mD

kv)
2 (9)

Where ωH , ωS, ωV are the weighting coefficients. mQ
kh: if k = 1, mQ

1h is the pixel mean

value of H channel of a sub-block in current frame. If k = 2, mQ
2h is the pixel variance

value of H channel of a sub-block in current frame. If k = 3, mQ
3h is the pixel skewness

value of H channel of a sub-block in current frame; mD
kh: if k = 1, mD

1h is the pixel mean
value of H channel of a sub-block in the key frame. If k = 2, mD

2h is the pixel variance value
of H channel of a sub-block in the key frame.If k = 3, mD

3h is the pixel skewness value of
H channel of a sub-block in the key frame (The sub-blocks position of mD

kh corresponds to

the sub-blocks position of mQ
kh ); Similarly, mQ

ks represents S channel and mQ
kv represents

V channel.
The method using the comparison of central moment of each original block: First, the

first frame of the original video is used as the first frame of the candidate key frame
sequence, and the subsequent frames use it as reference. The sub-blocks of the subse-
quent frames, in turn, are compared with the sub-blocks of the reference-frame by the
formula of the comparison of differences. In order to reduce the amount of computation,
two thresholds are set respectivelythe large threshold of the sub-blocks δ1 and the small
threshold of the sub-blocks δ2(δ1 > δ2). When the difference between the sub-blocks of
the subsequent frame and the sub-blocks of the reference-frame are greater than or equal
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to δ1 or the number of sub-blocks whose difference is greater than δ2) is to m, stopping the
calculation. The result shows that the frame has a large change relative to the reference-
frame. The subsequent frame is placed in the key frame candidate set, and it is regarded
as a new reference-frame, and so on. When the comparisons of all the frames are finished,
we get the candidate key frame sequence. Because the method using the comparison of
central moment of each original block is particularly sensitive to local changes, so the
redundancy of the candidate key frame sequence is higher. The subsequent work is to
reduce the redundancy by the comparison of the CGCH to achieve the best results.

3.2. The Algorithm Using The Comparison of The Cumulative Global Color
Histogram. The cumulative histogram based on the feature statistics of image is a one-
dimensional discrete function, the formula is:

I(k) =
k∑

i=0

nk

N
(k = 0, 1, ..., L− 1) (10)

Where k is the eigenvalue of the image; L is the range of the eigenvalue; nk is the number
of pixels with the eigenvalue k in the image, and N is the total number of image pixels.
The cumulative histogram can greatly reduce the number of zero values that appear in
the statistical histogram, so the distance between two colors on the characteristic axis
will be proportional to their similar degree. In this paper, only the H component is used
to make comparison, and the comparison formula chooses the Euclidean distance.

The method using the comparison of the CGCH: First, the first frame of the candidate
key frame sequence is used as the first frame of the endpoint frame sequence, and the sub-
sequent frames use it as reference. The subsequent candidate frame, in turn, is compared
with the reference-frame by the formula of the Euclidean distance. When the distance
between two frames is greater than or equal to , the subsequent frame is used as the second
frame of the endpoint frame sequence and it is regarded as a new reference-frame, and so
on. We repeat the above operations until the last frame of the candidate key frame (The
last frame is directly used as the last frame of the endpoint frame sequence). Finally, we
get the whole endpoint frame sequence.

4. The Proposed Scheme. Key frame extraction for surveillance video usually faces
with the following major issues: 1. In order to retain the whole key frame sequence,
the traditional key frame extraction method will introduce a large number of redun-
dant frames; 2. Some algorithms with the high computational complexity, such as the
clustering-based algorithm and Wolf’s optical flow method, cannot meet real-time require-
ments. According to the characteristics of the surveillance videomost of video frames are
the same background images and only a small part of video frames contain the moving
objects, our paper proposes a new key frame extraction algorithm for surveillance video.
First our algorithm uses the GMM foreground detection to do a simple operation for
the surveillance videoExtracting the foreground image in the video. Then, the moving
targets in the foreground image are positioned by using the eroding and dilating and 4-
neighborhood searching algorithm. We extract a short surveillance video sequence which
contains the moving objects through the positioning operation. The above procedures
remove a large number of background frames, so we do a preliminary simplified operation
for the surveillance video. Finally, the key frames in the simplified video sequence are ex-
tracted by the method using the comparison of the CGCH combined with the comparison
of central moment of each original block. Our algorithm can be divided into the following
stages as Fig.3:
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Figure 3. Flow chart of the algorithm framework

(a) (b)

Figure 4. Original image in the video and the image of the foreground extraction

Surveillance video itself is flooded with a lot of redundant information, only a small
part of the key frames carry useful information and most of the video frames are the same
background frames. In this paper, we first use the GMM foreground extraction algorithm
to extract the foreground frames containing the moving objects, and reassemble them to
form a new video sequence.
In the GMM algorithm, although it can achieve foreground detection, the effects of

the foreground extraction will be poor, that is, the contour of object is sparse and there
are many holes in the foreground, as shown in Fig.4(a) and Fig.4(b). By contrast, the
algorithm adding the process of eroding and dilating can get the fuller object and suppress
noise more effectively, as shown in Fig.5.
The method using eroding and dilating combined with the 4-neighborhood search algo-

rithm can effectively detect the moving regions in the surveillance video, and the different
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Figure 5. The algorithm with eroding and dilating

Figure 6. The result of the boundary extraction using 4-neighborhood
search algorithm

Figure 7. The result of the boundary extraction using 4-neighborhood
search algorithm

moving regions are separated, as shown in Fig.6 and Fig.7. The number of moving ob-
jects, i.e., the number of borders, will determine whether or not to regard this frame as
an effective frame in surveillance video.

According to the number of moving objects in the foreground, we can delete the redun-
dant background frames and get a new video sequence. And then we process the each
frame in the new video with blocking, as shown in Fig.8.

Our algorithm divides the video frame into 16(4×4) small blocks and calculates the
first, second and third central moment of 16 sub-blocks in order. First, we regard the
first frame of the original video as a reference frame, i.e., it is used as the first frame of
the candidate key frame sequence. The 16 sub-blocks of each subsequent frame, in turn,
are compared with the corresponding sub-blocks of the reference-frame by the formula
of the comparison of the central moment difference. One frame has 16 sub-blocks, so it
has 16 differences after the calculation. If one of the differences is greater than or equal
to δ1(The large threshold) or the number of sub-blocks whose difference is greater than
δ2(The small threshold) is to m, we put the corresponding subsequent frame into the key
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Figure 8. The blocking effect for the frame in surveillance video

frame candidate set and regard it as a new reference frame, and so on. When all the
frames in the video have been compared, we get the whole candidate key frame sequence.
In the candidate key frame sequence, we also select the first frame as the reference

frame, i.e., it is used as the first frame of the endpoint frame sequence. The subsequent
candidate key frame, in turn, is compared with the reference-frame in the H-component
global cumulative histogram by the formula of the Euclidean distance. When the distance
between two frames is greater than or equal to δ, the subsequent frame is used as the
second frame of the endpoint frame sequence and it is regarded as a new reference-frame,
and so on. We get the whole endpoint frame sequence until the last candidate key frame.

5. Experimental Results and Analysis. In order to determine the possible range of
the three parameters (δ, δ1, δ2), our scheme uses the control variable method to observe
experimental results and then gets a fine tradeoff(0.025 ≤ δ ≤ 0.045; 35 ≤ δ1 ≤ 45; 10 ≤
δ2 ≤ 20). Table 1 below shows the result of the comparison between this algorithm and
the method using the comparison of the CGCH combined with the comparison of central
moment of each original block. Algorithm 1 directly corresponds to the method using
the comparison of the CGCH combined with the comparison of central moment of each
original block, and algorithm 2 corresponds to this algorithm. Through Table 1, it shows
the distinction between algorithm 1 and algorithm 2 intuitivelyAlgorithm 2 is faster than
algorithm 1 in dealing with video, and it takes less time to calculate.
Among the seven videos, video3,4 are got by increasing the background frames of video

1,2. So the video duration increases from 50s to 150s, i.e., the number of foreground
frames does not change, but the number of background frames increases. The video 1 is
compared with the video 3 and the video 2 is compared with the video 4. Comparison of
results show that in the same conditionThe number of the foreground frames is the same,
the more the background frames, the more advantages of this algorithm.
Video 3-7 are compared with each other. Comparison of results show that in the same

conditionThe same video duration, the number of background frames has little effect
on algorithm 1. But for algorithm 2, the more the background frame, the shorter the
processing time of algorithm. This is very consistent with the characteristics of video
surveillance.
The content of the video 5 is more complicated than the content of the video 6, and

they almost have the same number of background frames. Through the processing time of
algorithm 2, we can see that when the number of background frames is almost the same,
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the processing time of algorithm 2 will increase for the complicated scene content. But it
is still shorter than the processing time of algorithm 1.

Table 1. The comparison of experimental data between algorithm 1 and
algorithm 2

Video
Number

1 2 3 4 5 6 7

m(The
Number of
blocks)

3 3 3 3 3 3 3

The video
duration in
seconds

50 50 150 150 150 150 150

The
algorithm1
in seconds

154 143 452 448 449 447 447

The
algorithm2
in seconds

110 98 278 272 374 302 289

The
number of
key frames

by
algorithm1

3 6 3 6 32 27 15

The
number of
key frames

by
algorithm2

3 7 3 7 26 27 10

The
duration of
FF(BF) in
seconds

12(FF)
38(BF)

7(FF)
43(BF)

12(FF)
138(BF)

7(FF)
143(BF)

74(FF)
76(BF)

62(FF)
88(BF)

16(FF)
134(BF)

* Note: The algorithm 1: The method using the comparison of the CGCH combined with the com-
parison of central moment of each original block; The algorithm 2: This algorithm; FF: Foreground
frame; BF: Background frame.

Fig.9(a) and 9(b) are the results of key frame extraction for the video 1,3 ((a) corre-
sponds to algorithm 1, (b) corresponds to algorithm 2). Fig.9 (c) and Fig.9(d) are the
results of key frame extraction for the video 2,4 ((c) corresponds to algorithm 1, (d) cor-
responds to algorithm 2). Fig.10(a) and Fig.10(b) are the results of key frame extraction
for the video 5 ((a) corresponds to algorithm 1, (b) corresponds to algorithm 2). Fig.11(a)
and Fig.11(b) are the results of key frame extraction for the video 6 ((a) corresponds to
algorithm 1, (b) corresponds to algorithm 2). Fig.12(a) and Fig.12(b) are the results of
key frame extraction for the video 7 ((a) corresponds to algorithm 1, (b) corresponds to
algorithm 2). Through comparative observation, we can conclude that the key frames
extracted by algorithm 2 are similar to the algorithm 1, but the structure of key frames
obtained by algorithm 2 in some video is more compact and evenly distributed.

The biggest characteristic of our algorithm is to enhance the speed of the original
key frame extraction algorithm specially for surveillance video with a high number of
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(a) (b)

(c) (d)

Figure 9. The results of key frame extraction for the videos 1,3 and 2,4.
(a) corresponds to Algorithm 1 for videos 1,3; (b) corresponds to Algo-
rithm 2 for videos 1,3; (c) corresponds to Algorithm 1 for videos 2,4; (d)
corresponds to Algorithm 2 for videos 2,4

(a) (b)

Figure 10. The results of key frame extraction for the video 5. (a) corre-
sponds to Algorithm 1; (b) corresponds to Algorithm 2.

background frames and a simple scene content, and the structure of the key frames is
more compact and evenly distributed. But for the surveillance video with the complicated
scene content, our algorithm is still faster than the original algorithm, but its processing
efficiency will decline.

6. Conclusions. In order to increase the processing efficiency of the algorithm using the
comparison of the CGCH combined with the comparison of central moment of each original
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(a) (b)

Figure 11. The results of key frame extraction for the video 6. (a) corre-
sponds to Algorithm 1; (b) corresponds to Algorithm 2.

(a) (b)

Figure 12. The results of key frame extraction for the video 7. (a) corre-
sponds to Algorithm 1; (b) corresponds to Algorithm 2.

block, our paper proposes a fast key frame extraction method using the GMM foreground
extraction combined with the original algorithm. The foreground extracted by GMM
algorithm is positioned by the eroding and dilating combined with the 4-neighborhood
search algorithm, so that the foreground frames are selected from surveillance video and
these frames are rearranged to form a new video sequence. Then the key frames are ex-
tracted by the original algorithm. We get the key frames sequence at last. Compared with
the original algorithm, this algorithm greatly reduces the number of video frames which
are processed by the original algorithm, i.e., greatly reducing the processing time. But in
terms of surveillance video, this algorithm still cannot be real-time. However, it provides
a basic directionAs long as we find an efficient foreground extraction method combined
with a better key frame extraction algorithm, we can greatly reduce the processing time
of the key frame extraction algorithm in the surveillance video.
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