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Abstract. Accuracy and real-time are two important indicators of target tracking.
While most trackers can meet the real-time requirement, the important factor that affects
tracking accuracy is occlusion, and it is also a key index to evaluate the robustness of
the tracking algorithm. In this paper, we propose a framework of object tracking based on
STC (Spatio-Temporal Context) algorithm, which improves the tracking algorithm with
an anti-occlusion scheme. During tracking process, calculate the perceptual hash values
of target context regions between adjacent images to predict tracking state and extract the
template. And then determine whether target is lost according to the matching of tem-
plate with current target. When it encounters severe occlusion, we cannot extract valid
information. Re-capture the target with template matching after leaving the occlusion.
The experiments proved that the proposed framework can track rigid object effectively
under the condition that the target is completely obscured for a while, which improves the
accuracy of the algorithm while ensuring a real-time tracking speed.
Keywords: Robust target tracking, Spatio-temporal context learning, Perceptual hash,
Template matching.

1. Introduction. The two important evaluation indicators of target tracking are real-
time and accuracy [1]. A good tracker should not only meet the requirement of real-time,
but also try to improve the accuracy of tracking as much as possible. However, the
occlusion will reduce the accuracy greatly [2]. So improving the occlusion problem is
of great help for good tracking performance. The occlusion process can be divided into
three stages [3]. The first stage is getting into occlusion. During this time, the information
of the target is gradually lost. Secondly, the target is in the block and the information
remains a missing state. In the third stage, target leaves the occlusion and its information
is restored by degrees [4]. Occlusion causes the instability of the target information or
even lost, while the key to tracking is to search for enough information to locate where
the target is [5]. Therefore, the algorithm should judge the occlusion accurately and keep
tracking with the residual information, even if the target is completely blocked [6]. In this
paper, a framework of target tracking is proposed to improve the tracking performance
from the perspective of accuracy. It’s difficult to solve the problem by using the existing
tracking algorithm [7]. A target tracking with a blocked scene may lose target or make
other tracking errors. As a result, this paper puts forward a solution for the occlusion
problem and integrate it with a high speed tracking solution to improve the algorithm for
better tracking performance.
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2. DESIGN OF THE FRAMEWORK. The framework of object tracking is shown
in Fig. 1, consisting of two parts: tracking solution and occlusion solution. Meanwhile,
the occlusion solution includes three parts namely state judgement, trajectory prediction
and target recapture.
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Figure 1. Framework of object tracking

Fig.2 shows the flow chart of the tracking framework composed of solutions in Fig.1.
Detect the target state while tracking and if there is an abnormal state, extract target
area as a template. After that, confirm whether the target was lost. If not, continue the
tracking process, but if the target was lost indeed, try to predict the target movement
and recapture it while it appears again. If there’s no catch, the target is still in loss, then
continue to predict the trajectory until find the target.
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Figure 2. Flow chart of the tracking framework

2.1. Target tracking algorithm. We study and test a variety of trackers based on neu-
ral network, kernel learning, subspace learning, SVM and so on [8]. According to the
three evaluation criteria of real-time, accuracy and robustness [9], we get the conclusion
that the method of tracking using CNN (Convolution Neural Network) model has high
accuracy, but it cannot meet the requirements of real-time. Kernel learning tracker has
a greater advantage in tracking speed, but are slightly less accurate in tracking accuracy.
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The STC tracking method based on subspace learning is much faster than other solu-
tions and has good tracking accuracy. After a comprehensive analysis, we use the STC
algorithm to make the tracker.

STC algorithm is a simple and fast visual tracking solution based on Bayesian frame-
work [10, 11, 12]. This approach establishes the spatio-temporal relationship between the
object interested and its local context [13]. It transforms the tracking into calculating a
confidence map [14] as in (1).

m(x) = P (x|o) =
∑

c(z)∈Xc

P (x, c(z)|o) =
∑

c(z)∈Xc

P (x|c(z), o)P (c(z)|o) (1)

Where x represents the target position, o represents target, c(z) represents the context
feature. From the formula, we can see that the confidence map is composed of two
probability model functions, which is convoluted by two models. One is spatial context
model in (2).

P (x|c(z), o) = hsc(x− z) (2)

hsc(x−z) is a function representing the relative distance and direction of target position
x and its local context position z, and it establishes the spatial relationship between target
and its surrounding [15].

The other model in (3) is related to the appearance of target and is modeled by the
principle of focus of attention, which concentrates on certain image regions requiring
detailed analysis [11].

P (c(z)|o) = I(z)ωσ(z − x∗) (3)

Where I(.) represents image grayscale and indicates the context appearance. is a
Gaussian weighting function, defined as (4) and a is a normalized constant which limits
the probability to 0 to 1 [15].

ωδ(z − x∗) = ae−
z−x∗
δ2 (4)

In tracking process, the spatial model of t-th fame is in (5).

hsct (x) = F−1(
F (m(x))

F (I(x)ωσ(x− x∗))
) (5)

The spatio-temporal context model of (t+1)-th frame is updated by the spatial model
in t-th frame [16], where is the learning parameter.

Hstc
t+1 = (1− ρ)Hstc

t + ρhsct (6)

Finally, the maximum likelihood function for locating target position in (t+1)-th frame
is defined as:

mt+1(x) = Hstc
t+1(x)

⊗
(It+1(x)ωσt(x− x∗t )) (7)

The optimal target position is obtained by maximizing the object location likelihood
function [13, 17]. In this tracking solution, it uses Fast Fourier Transform to speed up the
spatial context learning and target detection [18].
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This scheme uses the relationship between the target and the surrounding environment
to make the tracking. When the target is blocked gradually, tracking result also changes
into an occlusion region. As the target and its surrounding area change no longer, the
tracker doesn’t follow the targets movement to track continuously. We need a solution to
improve this situation and continue to track the target. According to the analysis of the
occlusion process in article. Occlusion caused the instability of the target information or
even lost, while the key to tracking is to search for enough information to locate where
the target is [19]. Therefore, judging the moments of occlusion is the key to dealing with
this problem. Only the correct prediction of obstacles, can we save the target information
in time and recapture the target when it appears again.

2.2. State judgement. To make a judge of whether the target is lost accurately, we use
two methods to detect the movement state. As shown in Fig.3, the target loss detection
process consists of two parts, which are abnormal state detection and loss confirmation
respectively. Since the context is twice the target area, we use the context area to check
whether the target is in a normal tracking state in advance. After several frames running,
check the movement state in another way to confirm whether the target is lost.

Calculate perceived hash 

value of adjacent frames

Image Compare the Relevance of 

target and template

 Store  target area as 

a template

Judge lost 

state

abnormal state detection Lost confirmation

Figure 3. Block diagram of the loss detection state

2.2.1. Abnormal state detection. We determine the correlation between the front and rear
frames by calculating perceptual hash of context between adjacent images to determine
whether the motion state of the similarity of two images. The closer the results, image is
more similar. Normally, you can judge the images are similar when Hamming distance is
less than 5. The operation is as follows:

a) Remove high-frequency features by reducing image size.
b) Simplify the color to 64 grayscale
c) Calculate the DCT coefficient in (8) to extract low-frequency information
d) Calculate the average of DCT coefficient to make hash value and create a fingerprint

by it

F (u, v) =
2

N

N−1∑
x=0

N−1∑
y=0

f(x, y) cos
(2x+ 1)µπ

2N
cos

(2y + 1)νπ

2N
(8)

2.2.2. Loss confirmation. Use the matching degree of two images to judge the motion
state again. Common matching methods includes squared difference matching method,
correlation matching method, correlation coefficient matching method and normalization
method. We choose the normalized correlation matching method which is more accurate
with an empirical threshold obtained by a large number of experiments to judge whether
the target is lost. The formula is (9).

R(x, y) =

∑
x′,y′(T

′(x′, y′) • I ′(x+ x′, y + y′))√∑
x′,y′(T

′(x′, y′)2 •
∑

x′,y′ I
′(x+ x′, y + y′)2)

(9)
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2.3. Trajectory prediction. When the unusual state is detected, the objects is not
blocked immediately. Save the location as the movement target is normal. Perceptual
hash algorithm uses the DCT (Discrete Cosine Transform) to extract the low-frequency
components of the image to generate a fingerprint string for each image and compare the
fingerprint of different images [20]. Use Hamming distance to determine the information
and take the target region as a template for matching calculation and target recapture.
We can use the remaining target information to predict the motion trajectory. A tracking
algorithm based on trajectory prediction has a good effect for occlusion of linear motion.
In the target loss stage, the target information is completely gone. Assuming that the
movement has not change a lot and the target trajectory is a uniform straight line, use the
target positions before loss to establish the linear predicting function as the movement
direction, and take the average distance between target locations as the speed. The
movement formula is as follows, where pPoint represents the target location before it lost.

y − pPoint1.y

x− pPoint1.x
=
pPoint5.y − pPoint1.y

pPoint5.x− pPoint1.x
(10)

∆x =

∑5
i=1 pPointi.x

5
,∆y =

∑5
i=1 pPointi.y

5
(11)

2.4. Target recapture. We use the template matching to re-capture the target. Tem-
plate matching is one of the ways to find a target in an image [21]. The template matching
works in the same way as the reverse projection of the histogram, and by matching the
actual image block and the input image by sliding the image block on the input image,
each pixel gets a matching metric [22]. Other algorithms on image feature extraction
are presented in the privious works [23, 24, 25], and these methods also can be used to
in the object tracking. Usually take its white region as the highest matching to get the
position. Through a large number of test experiments, we select the standard coefficient
matching as template matching criteria. According to the predicted target position, the
matching degree is calculated in the region with the range of 3 times the target size, and
the position with the largest correlation coefficient represents the point with the highest
matching degree.

3. RESULTS AND ANALYSIS. Experiments were made and the test data are pk-
test02 datasets, which is a group of infrared date with a resolution of (320*256) and
FaceOcc1 datasets with a resolution of (352*288). Pktest02 shows the situation that ve-
hicles travel through some occlusion by trees and passing through shadows. FaceOcc1
shows a woman was blocked by a book.

 

 

Figure 4. Tracking effect of original algorithm
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The tracking effect of original algorithm is as shown in Fig 4. In pktest02, the tracking
target changes from a car to an occlusion and the spatial relationship between the target
and the surrounding background is substantially unchanged, the rectangle no longer move,
while the target continues to move. In FaceOcc1, when occlusion appears, the tracking
box moves with the book and error happens. We cannot tracking the woman anymore.

We calculate Hamming distance varying with the frame numbers and the results are
shown in Fig.5, which is corresponding to the sequences from frame0 to frame200 in
pktest02. The abscissa is the frame number and the ordinate is the Hamming distance,
while the area with the ordinate 0 is the occlusion time.

Figure 5. Hamming distance varying with frame numbers

Figure 6. Matching degree after 10 frames of abnormal state

Fig.6 shows the matching degree corresponding to Fig.5, and the frame is shown in
Fig.7. It can be seen from Fig.6 that there are three abnormal state. The first time
Hamming distance is more than threshold and matching degree is low. We confirm the
target is lost. For the second time, prediction makes a mistake but the matching degree
is high. We confirm that target isn’t lost. When other suspected targets appear, use hash
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Figure 7. Frame images corresponding to abnormal state moments

value to make a prediction and matching degree to confirm the normal state. So that this
solution can both detect the abnormal circumstances and ensure tracking as before.

The trajectory prediction of the uniform linear motion is shown in Fig. 8. The target
is completely blocked by tree, we use a uniform linear motion to predict the movement
of the occlusion period, as shown in the dotted line, and the rectangle box indicates the
predicted motion state.

Figure 8. Linear prediction in target loss time

The images of the recapture process are shown in Fig. 9. As shown in Figure 9(a), the
template stored in the loss detection phase is used to find the predicted target position
within 3 times the size of the target area to improve the matching speed and accuracy.

(a)Template (b)Searching area (b)Capture results

Figure 9. Process of capturing the target

Figure 9(c) shows the tracking results in image sequences with a block by using the
original algorithm and the new tracking framework separately. The frame number is as
shown in the upper left corner and the target is in the red rectangle.

The tracking results using the framework proposed is shown in Fig.10. By comparing
the results between the original solution and the improved scheme, which is as shown in
Fig.4 and Fig.10, we can see that the algorithm with occlusion solution can keep tracking
in the presence of an obstruction, which improves the robustness of tracking and is still
able to keep the tracking speed.

4. Conclusions. In this paper, a framework of object tracking based on STC algorithm
is proposed. We design the solution that could improve the tracking results when the
target encountered occlusion by improving the accuracy of tracking, while the speed
keeps as fast as before. Blocking is an important factor in tracking accuracy. We combine
the tracking scheme with an anti-occlusion solution with the method of loss detection,
trajectory prediction and recapture process to improves the performance of occlusion
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Figure 10. Tracking effect of the proposed framework

tracking of rigid target. By analyzing the results of occlusion process, we draw a conclusion
that the occlusion scheme can use perceived hash value and template matching to judge
the occurrence of occlusion effectively and accurately, predict the trajectory while target
is vanishing and catch the target in time after the occlusion disappears. The proposed
framework improved the performance of tracking while with occlusion in the tracking
scene, thus improve the accuracy of the tracking process.
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