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Abstract. In this paper, two multi-description stereo image coding schemes based on
JND (just noticeable difference) are proposed. JND is based on the minimum distortion
characteristics that the human eye can detect. JND model can be divided into JND model
of pixel domain and JND model of DCT domain, and the latter is applied in this paper.
Firstly, this paper calculates the JND model of DCT domain according to the visual char-
acteristics of human eyes. Then, it is applied to multi-description stereo image coding
system. And JND-based MDROQ and JND-based MDLTPC are used in the stereo image
coding scheme respectively. In both schemes, in order to improve the coding efficiency,
the DCT values that less than JND threshold are set to zero, while others remain un-
changed. Experimental results show that the JND based multi-description stereo image
coding schemes can improve coding performance compared with other methods.
Keywords: Just noticeable difference, multi-description stereo image coding, visual
characteristics.

1. Introduction. Stereo images are able to give a 3D impression to the viewer. However,
the data of 3D image is huge, and the internet and wireless communications networks are
unreliable transmission channel. On the one hand, because of the internet has a strong
heterogeneity, the transmission of the internet can not ensure the reliability of the data
reception. Which means that the packet will be loss and transmission delay. On the
other hand, wireless channel has high bit error rate, multipath interference, fading and
other properties. These properties determine that the wireless transmission environment
is worse than the internet, which may result in the loss of the whole transmission image
or the loss of the whole video frame, leading to the complete failure of the transmission
channel. Therefore, it is significance to design efficient compression and robust coding
schemes for stereo images and video. And a variety of multi-description coding (MDC)
methods are proposed.

The appearance of multi-description coding is intended to solve the needs of practical
problems, and then the researchers make corresponding theoretical analysis and innova-
tion, and finally returned to practical application. The MDC idea is first proposed by
Bell LABS in the 1970s [1]. Later, in order to improve the reliability of speech trans-
mission, Miller and Boyle propose channel segmentation technology for the first time
[2]. Vaishampayan et al. proposes the first practical MDC scheme: Multiple Description
Scalar Quantization (MDSQ) [3] and applies it to the entropy constrained coding scheme
[4]. It requires complex index allocation. Since then, MDC research has shifted from the-
ory to practical research, and many practical MDC models have emerged, for example,

1577



1578 L. L. Meng, G. N. Sun, J. Zhang, Y. Y. Tan, C. J. Wang, and J. X. Zong

MDC based on sampling [5], MDC based on quantification [6][7], MDC based on correla-
tion transformation [8][9], and MDC based on unequal protection [10][11]. [12] proposes a
two-stage Modified Multiple Description Scalar Quantization (MMDSQ), which generates
the first layer of each Description by setting two staggered quantifiers. MMDSQ does not
require the design and implementation of complex index assignment scheme, and its sim-
plicity makes it suitable for image coding. Source separation is another way to generate
multiple descriptions, which first appeared in [2]. In [13], the transformation encoding
method is proposed, and each description includes a subset of high code rate and a subset
of low code rate. In [14], a Rate Distortion method is applied to MDC based on JPEG
2000, i.e., Rate-based Multiple Description Coding (RD-MDC).

A Prediction Compensated Multiple Description Coding scheme (PCMDC) is proposed
in [15], where M=2. PCMDC does not encode another subset directly at a lower rate,
predictive redundancy of another subset is encoded. In [16] a M channel MDC scheme
is proposed, according to Two-Rate Predictive Coding and Staggered Quantization (TR-
PCSQ). In [17], a three-layer multi-description coding (TLMDC) scheme is proposed,
and PCMDC is extended to M > 2 through sequence prediction. In [18], according to
MDLTPC, TRPCSQ and TLMDC, an improved MDC is proposed, called Multiple De-
scription Coding with Randomly Offset Quantizers (MDROQ). In [18], another scheme
is also proposed, that is Multiple Description Coding with Uniformly Offset Quantizers
(MDUOQ), which adopts the uniform quantization.

In the MDC schemes mentioned above, the characteristics of the Human Vision System
(HVS) are not fully considered. The human eye is the final receiver of the image, so it is
necessary to optimize the encoding algorithm with human visual features. The method
of human visual features can be used to optimize the image coding algorithm to make
the coding more consistent with human subjective experience. Therefore, a new multi-
description stereo image coding method based on human visual characteristics is proposed
in this paper, that is JND based multi-description stereo image coding. In this paper,
two MDC systems based on JND are exploited, one is JND based MDLTPC, the other is
JND based MDROQ.

The outline of the paper is as follows. Sec 2 overviews the mathematical model of DCT
domain JND. Sec 3 introduces the schemes of JND based multi-description stereo image
coding. Experimental results are given in Sec 4, and Sec 5 summarizes the paper.

2. The Model of Just Noticeable Difference. In this paper, DCT-based JND model
is exploited [19]. And, the corresponding mathematical expression is as follows:

JND(r, c, i, j) = JNDBasic(r, c, i, j)× JNDlum(r, c, i, j)× JNDcontrast(r, c, i, j). (1)

where r and c are the index of the block in image, i and j are the index of DCT
coefficients (i, j = 1 : 8). JNDBasic(r, c, i, j) is spatial contrast sensitivity function (CSF).
JNDlum(r, c, i, j) is brightness adaptive weighting factor. JNDcontrast(r, c, i, j) is contrast
masking weighting factor.
JNDBasic(r, c, i, j) represents the sensitivity of HVS to the visual signal, which is a spa-

tial contrast sensitivity function(CSF), and whose mathematical expression is as follows:

JNDBasic(r, c, i, j) =
s

φiφj

· exp(cωij)/(a+ b)ωij

r + (1 + r) · cos2(ϕi,j)
(2)

where s represents a collection effect, and its empirical value is 0.25, φi and φj are the
normalization factor of DCT, ωij is the corresponding spatial frequency of the DCT sub-
band coefficients at the (i, j) position, r+(1+r) ·cos2(ϕi,j) represents the tilt efficiency of
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the human eye (r=0.6), and ϕi,j represents the direction angle of the corresponding DCT
component. Besides, the three parameters a, b and c are set to 1.33, 0.11 and 0.18 [20].
JNDlum(r, c, i, j) represents the brightness adaptive weighting factor, which is used to

measure the weight of the perceived error in a stable background, and only depends on
the characteristics of the local image. The mathematical expression of JNDlum(r, c, i, j)
is as follows:

JNDlum(r, c, i, j) =


(60− I)/150 + 1 I ≤ 60
1 60 < I < 170
(I − 170)/425 + 1 I ≥ 170

(3)

where I denotes the average brightness.
JNDcontrast(r, c, i, j) is a contrast masking weighting factor, which is usually associated

with the perceived degree of a signal. In the calculation, the image is processed by the
Canny edge detection firstly. Then, the image blocks are divided into three categories:
smooth area, edge area and texture area. Different regions have different weights. The
weighted factor of smooth region and the edge region is ψ=1. For the texture region,
if the coefficient index satisfies the condition (i2 + j2) ≤ 16, ψ=2.25, otherwise ψ=1.25.
Considering the masking effect of the adjacent sub-bands, the contrast masking weighting
factor can be obtained by following (4).
JNDcontrast(r, c, i, j) =

ψ, for(i2 + j2) ≤ 16 in P lan and Edge Block

ψ ·min(4,max(1, ( C(r,c,i,j)
JNDBasic(r,c,i,j)

× JNDlum(r, c))0.36)),

Others

(4)

In this paper, JND is used to preprocess the DCT coefficients. First, DCT coefficients
are extracted from an image. Then, the DCT coefficients are compared with the corre-
sponding transform domain JND values of the same position. The DCT coefficient will
be set to zero, if it is less than the JND value at the corresponding position.

3. System Description. In this section, we will introduce the two 2−description MDC
schemes based on JND for stereo image. Firstly, the stereo image are divided into two
subsets. The Fig. 1 shows that how to get the two subsets from the image. For one
description, one subset S0 is encoded with small stepsize. Another subset S1 is predicted
by the reconstructed S0,and the prediction residuals are quantized by large stepsize. For
another description, one subset S1 is encoded with small stepsize. Another subset S0
is predicted by the reconstructed S1,and the prediction residuals are quantized by large
stepsize. The detailed processing is given in following subsection 3.1 and subsection 3.2.

3.1. JND based MDLTPC Scheme for Stereo image. In this section, the JND
based MDLTPC scheme for stereo image will be introduced. The MDLTPC scheme is
given in [15]. The JND preprocessing will be used to decrease the redundancy. The
processing of one description is as follows:

At the encoder, the stereo image is transformed by the time-domain lapped transform
(TDLT) [21] firstly. Secondly, the coefficients of TDLT are divided into two subsets (S0,
S1) using the method of Fig. 1. Then, the subsets of S0 are processed by DCT, the
JND model is introduced to make the DCT coefficients be sparse. The DCT coefficients
are compared with the DCT-based JND thresholds (1). We can neglect the data that is
less than the JND thresholds, while others are retained. Which will improve the coding
efficiency under the premise of ensuring the visual quality. Then, the quantization with
small stepsize and entropy coding are used to process the preprocessed DCT coefficients.
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Figure 1. The block subset definition in 2− description image coding.

We can get the bit streams R0. The subsets S1 are predicted by the neighboring recon-
structed S0, which can be gotten at the encoder. The prediction residuals are processed
by DCT, quantization with large stepsieze and entropy coding. The bit streams of R1 of
S1 can be received.

At the decoder, the bit streams R0 are processed by entropy decoding, inverse quantiza-
tion with small stepsize and IDCT. The reconstructed subsets Ŝ0 can be gotten. Another
bit streams R1 are processed by entropy decoding, inverse quantization with large stepsize
and IDCT. Then, the reconstruction subsets Ŝ1 can be received by the prediction using
the reconstructed Ŝ0. Finally, the inverse TDLT is applied to the reconstructed subsets
Ŝ0 and Ŝ1, the reconstructed stereo image is gotten by this description.

In the reconstructed stereo image of this description, the reconstructed subsets S0 are
refined, and the subsets S1 are reconstructed coarsely. If we get the reconstructed stereo
image by another description, the reconstructed subsets S1 are refined, and the subsets S0
are reconstructed coarsely. If we receive both of the two descriptions, all the reconstructed
subsets S0 and S1 are refined.

3.2. JND based MDROQ Scheme for Stereo image. In this section, the JND based
MDROQ scheme for stereo image will be introduced. The MDROQ scheme is given in
[18]. The JND preprocessing will be used to decrease the redundancy. The processing of
one description is as follows:

At the encoder, firstly, the stereo image is transformed by the time-domain lapped
transform (TDLT) [21]. Secondly, the coefficients of TDLT are divided into two subsets
(S0, S1) using the method of Fig. 1. Then, the subsets of S0 are processed by DCT, the
JND model is introduced to make the DCT coefficients be sparse. The DCT coefficients
are compared with the DCT-based JND thresholds (1). We can neglect the data that is
less than the JND thresholds, while others are retained. Which will improve the coding
efficiency under the premise of ensuring the visual quality. Then, the quantization with
small stepsize and entropy coding are used to process the preprocessed DCT coefficients.
We can get the bit streams R0 of S0. The subsets S1 are processed by DCT and JND
preprocessing, then, the coefficients are predicted by the neighboring reconstructed DCT
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coefficients of S0, which can be gotten at the encoder. The prediction residuals are
processed by quantization with large stepsieze and entropy coding. The bit streams of
R1 of S1 can be received.

At the decoder, the bit streams R0 are processed by entropy decoding, inverse quan-
tization with small stepsize and IDCT. We get the reconstructed subsets Ŝ0. Another
bit streams R1 are processed by entropy decoding, inverse quantization with large step-
size, prediction with wiener filter [22]and IDCT. The reconstruction subsets Ŝ1 can be

received. Finally, the inverse TDLT is applied to the reconstructed subsets Ŝ0 and Ŝ1,
the reconstructed stereo image is gotten by this description..

In the reconstructed stereo image of this description, the reconstructed subsets S0 are
refined, and the subsets S1 are reconstructed coarsely. If we get the reconstructed stereo
image by another description, the reconstructed subsets S1 are refined, and the subsets
S0 are reconstructed coarsely. If we receive both the descriptions, all the reconstructed
subsets S0 and S1 are refined.

4. Experimental Results. In this section, we evaluate the performance of the proposed
scheme. The peak signal-to-perceptual ration (PSPNR) in [23] is used as the criterion for
evaluating the quality of the decoding image. The expression of the PSPNR is as follows:

PSPNR = 10log10 (5)

× 255× 255
1

WH

∑W
x=1

∑H
y=1 |I(x, y)− Î(x, y)|2δ(x, y)

where

δ(x, y) =

{
1, if |I(x, y)− Î(x, y)| ≥ Pixel JND(r, c, i, j)
0, otherwise

(6)

I(x, y) and Î(x, y) represent the original value and the reconstructed value of the pixel
located at (x,y) respectively. W and H denote the width and height of the image.

We compare the performances of proposed JND-based MDLTPC and JND-based MDROQ
with MDLTPC [15] and MDROQ[18].The stereo images rabbit L.000, rabbit R.000, soccer L.000
and soccer R.000 are used to test the experimental results. The resolution of the test im-
ages is 720× 480.

Fig. 2 and Fig. 3 report the expected PSPNR and central PSPNR for rabbit and soccer
respectively, by adjusting the values of q0 and q1 while maintaining the same total bit
rates. It can be seen that for the same central PSPNR, the expected PSPNR of JND-based
MDLTPC and JND-based MDROQ are better than the MDLTPC and MDROQ.

Fig. 4 and Fig. 5 compare the relationships between the side PSPNR Di and central
PSPNR DM of JND-based MDLTPC, JND-based MDROQ, MDLTPC and MDROQ for
rabbit and soccer. It can be seen that the JND-based MDLTPC and JND-based MDROQ
outperform MDLTPC and MDROQ respectively.

It can be seen from all the experimental results that the stereo multiple description
schemes based on JND have better performance. The reason is that the preprocessing of
JND can neglect some DCT coefficients, which don’t impact the human vision.

5. Conclusion. Two JND based multi-description stereo image coding schemes are pro-
posed in this paper. JND model of DCT domain is used. We calculates the JND model
of DCT domain according to the visual characteristics of human eyes firstly. Then, the
JND model is applied to the multi-description stereo image coding system. JND-based
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Figure 2. The expected PSPNR vs. central PSPNR of various methods
for Rabbit.
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Figure 3. The expected PSPNR vs. central PSPNR of various methods
for Soccer.
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Figure 4. The side PSPNR vs. central PSPNR of various methods for
Rabbit and total rate of 0.2 bpp
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Figure 5. The side PSPNR vs. central PSPNR of various methods for
Soccer and total rate of 0.5 bpp

MDROQ and JND-based MDLTPC are exploited to compress the stereo image. The ex-
perimental results show that the proposed scheme achieve better performance than other
methods.
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