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Abstract. A polymeric polarizer is a crucial part of thin-film transistor (TFT) liquid
crystal display (LCD) panels. Its physical defects have a serious impact on the quality of
TFT-LCD panels, so quality problems associated with the polarizer cannot be ignored. At
present, defects are detected by using manual work and few methods based on traditional
image processing. It is a promising and challenging task to implement the detection of
defects in the polarizer using the deep learning method, so a method based on Faster
R-CNN was used in this paper, it typically contains both the process of training models
and detecting defects. The experimental results showed that this method can address the
problem of the quality of the polarizer image, complete the detection quickly, and locate
and mark the defect accurately.
Keywords: Deep learning, Faster R-CNN, Polarizer defect detection, Industrial vision
inspection

1. Introduction. With the rapid development of society, people’s lifestyles also have
changed significantly, and more electronic products are being used, such as television
sets, computer monitors and mobile phones, and they have become an indispensable part
of our day-to-day lives. Thin-film transistor (TFT) liquid crystal display (LCD) panels
are used extensively in these electronic devices as the display terminal since they have
the advantages of full-color display capabilities, low power consumption, and small size
[1]. The polymeric polarizer is a crucial part of a TFT-LCD panel, and it is attached to
two sides of the liquid crystal and is responsible for adjusting the optical path. However,
defects, such as bubbles and scratches, inevitably occur in the process of manufacturing
the polarizer. Also, dust sometimes causes problems even though the entire production
process is conducted in a “dust-free” workshop. These defects reduce the quality of the
TFT-LCD panels because they affect the display. Therefore, detecting any defects in the
polarizer is an indispensable step before integrating the polarizer into the liquid crystal
panel.
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Currently, manual detection of the defects in the polarizer occurs to some extent, but
this is a very labor-intensive, slow process that lacks reliability and consistency. Several
recent papers have proposed the use of traditional image processing to detect defects in
the polarizer. Wu et al. [2] proposed an SD&R filter for detecting the visual defects
on polarizers, which was better than the traditional image enhancement filters, including
Robert, Sobel, and Sharpening. In this kind of image enhancement technique, the contrast
of the image is enhanced, and, thus, the visual defects are easier to address by further
detection approaches. In [3], the images with defects were segmented using an adaptive
threshold method, and then the locations of the defects were marked by an improved, fast-
clustering algorithm based on density. This method is better at detecting fingerprints,
dirt, and dust. Guo et al. [4] developed a set of on-line and real-time systems for
detecting defects in the image of a polarizer. First, the image is down-sampled, and
the boundary of the defect is identified by Laplace transform. Then, the boundary is
segmented using the statistical decision method, and the type of defect is determined
by Huffman transformation. In [5], a computer vision system was presented that can
be used to detect the tiny bump defects in a polarizer. The system projects a straight,
black-and-white fringe pattern onto the polarizer film and then captures the image using
a charge couple device (CCD) camera. The defects can be identified because the location
of the defect is deformed. Sang-Wook Sohn et al. [6] used a laser transmission method to
obtain the polarizer image, and then they applied a least mean squares adaptive filtering
technique to remove background noise and identified the defects based on a binary image
that is obtained through a multi-threshold. Most of the methods described above only can
detect certain defects, and they require specific lighting conditions and lack robustness.

In recent years, there have been rapid developments and improvements in computer
vision areas, including the ability to classify images, detect objects, and identify faces.
These achievements have the benefit of a variety of convolutional neural networks (CNNs),
which are a class of deep, feed-forward artificial neural networks that has been used
successfully in analyzing visual imagery. Among the CNNs, the region-based convolutional
neural network (R-CNN) is very effective for detecting objects. With the optimization of
the structure of the network and the improvement of the performance of the hardware,
the accuracy and speed of detection have been improved significantly. In particular, the
advent of Faster R-CNN network offers hope for real-time detection, and it certainly will
be used in industrial inspections in the near future.

In this paper, Faster R-CNN was used to detect and locate the defects on a small
polarizer that is used in mobile phones. Both the dirt and the marker (a mark for
indicating defects) were detected. The experimental results showed that the Faster R-
CNN can identify these two defects and achieve precise locating and labeling.

The remainder of this paper is organized as follows. The second part introduces the
principle of the Faster R-CNN and the overall framework of the network, and the third part
details the method of detecting defects based on the Faster R-CNN, including constructing
the database, training the network, and testing the process. The fourth part presents the
experimental results, and our conclusions are given in the final part.

2. Faster R-CNN Networks. Faster R-CNN is one of the state-of-art methods for
detecting objects, and it was developed originally by CNN. CNN can classify images by
identifying their visual features. Krichevsky et al. use CNN to solve the single image clas-
sification problem in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
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2012, and won the first place [7]. However, the classification and localization of multi-
ple objects in an image are still problems. To solve these problems, Girshick et al. [8]
proposed a region-based convolutional neural network (R-CNN). R-CNN generates region
proposals by using a selective search (SS) algorithm [9], and each one of the region pro-
posals is resized to a fixed size and fed as input to the CNN for feature extraction. The
CNN is followed by a support vector machine (classifier) to estimate the kind of image
and by a regressor to refine the position of the bounding box. The disadvantages of R-
CNN are that multiple stages must be trained, the steps are cumbersome, the training is
time consuming, and it takes up a lot of space on the disk. In addition, it has very slow
training and detection speeds, e.g., the VGG16 [10] model requires about 47s to deal with
an image by using GPU.

In 2015, Girshick et al. proposed an improved scheme for R-CNN, i.e., Fast R-CNN[11].
It processes the entire image with several convolutional and max pooling layers to produce
a convolutional feature map. For each region proposal, a fixed-length feature vector is
extracted from the feature map through a region of interest (RoI) pooling layer and fed
into a sequence of fully connected (fc) layers. Instead of Support Vector Machine (SVM)
and the regressor, two sibling output layers at the end of the network produce softmax
probability estimates for K classes and refine the position of the bounding box. Fast
R-CNN avoided repeating the convolution operation for each region proposal and unified
the classification and the regression of the position of the bounding box. Therefore, it
improved the speed of training deeper neural networks, such as VGG16. Compared to
R-CNN, the speed for the Fast R-CNN training stage is nine times faster and the speed
for the test is 213 times faster.

Although Fast R-CNN resolves many of the disadvantages associated with R-CNN, the
first step of detecting candidate regions using the SS algorithm still makes the whole
network slow. To solve this bottleneck, Faster R-CNN [12] adds a regional proposal
network (RPN) to Fast R-CNN, which is an alternative to the SS algorithm and can
share convolutional layers. Fig. 1 shows the architecture of the Faster R-CNN. For an
input image, first, feature maps are computed by the shared convolutional layers, and
the RPN predicts a set of object proposals and corresponding scores indicating which
are objects and which are not based on these feature maps. Then, a RoI pooling layer
extracts a fixed-length feature vector for each proposal from the above feature maps.
After that, the feature vector is fed into fully-connected layers. Finally, the classification
layers calculate which category each proposal belongs to and outputs the probability of
each category, after which the bounding box regressor refines the spatial location for the
proposals.

The RPN is a key part of Faster R-CNN, which is constructed by adding an n × n
(typically n = 3) convolutional layer and two sibling 1 × 1 convolutional layers on the
top of shared convolutional layers. The first convolutional layer maps each 3 × 3 sliding
window in the feature maps to a lower-dimensional feature vector (512-d for VGG16).
The two following layers are the classification layer and the regression layer, which output
the object-ness score and the bounding box coordinates for each window, respectively.
An anchor-based method is proposed to address the problem of multiple scales and sizes
of objects. Each anchor is at the center of a spatial window and has a specific scale and
aspect ratio. For each spatial window, three scales (1282, 2562, and 5122 pixels) and three
aspect ratios (1:1, 1:2, and 2:1) are used, i.e., k = 9 anchors are generated. Thus, the RPN
classifies and regresses k proposals of different sizes that correspond to k anchor boxes in
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Figure 1. Architecture of the Faster R-CNN

each window position. Consequently, the classification layer outputs 2k possibility scores
of being an object, and the regression layer outputs 4k box coordinates.

3. Polarizer Detection Based on Faster R-CNN.

3.1. Basic framework of visual inspection system. In order to realize the automatic
detection of the polarizer, a set of visual inspection system is necessary. Fig. 2 shows the
prototype of our visual inspection system. In the system, polarizer images are obtained
by a line-scan camera under the control of an optocoupler trigger and an encoder. The
detection algorithm in the industrial personal computer (IPC) performs defect detection
on the image and gives a result. Then, the control signal is sent to a controller which
achieves rejection of the defective product.

Figure 2. Prototype of our visual inspection system

3.2. Datasets. As mentioned above, polarizer images were taken by a line-scan Comple-
mentary Metal Oxide Semiconductor (CMOS) camera, with the light transmitted from
the bottom. For each of the captured images, the categories and locations of the defects
were labeled by “LabelImg”, which is a graphical image annotation tool that can be used
to label object bounding boxes in images. Two types of defects are marked in our dataset,
i.e., dirt and marker.
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In addition, horizontal flip and rotation operations were used to increase the training
samples, and 1757 Polarizer images were used as the training set, 200 images were used
as the test set, and another 200 images were used as the validation set.

3.3. Network training. Faster R-CNN has two training methods, i.e., alternative train-
ing (alt-opt) and approximate joint end-to-end training. In our training process, we used
the approximate joint end-to-end strategy.

In order to get the final model, we also used the four-step alternating training method.
The specific steps are as follows: In the first step, we used an ImageNet pre-trained model
to fine-tune the RPN based on our dataset and generated region proposals. Note that our
dataset for detecting objects was too small, so we had to use another larger dataset, like
ImageNet, to initialize the network, which is called pre-training. In the second step, we
trained a separate detection network by Fast R-CNN, which also was initialized by the
ImageNet pre-trained model and using the proposals generated by the RPN. At this point,
the two networks did not share convolutional layers. In the third step, we used the model
that was generated in the second step to initialize RPN training, but we fixed the shared
convolutional layers and only fine-tuned the layers unique to RPN. Then, the two networks
shared convolutional layers. In the fourth step, we kept the shared convolutional layers
fixed and fine-tuned the FC layers of the Fast R-CNN. Through the four-step training,
the model was obtained, and it was used in the subsequent testing process.

For training images, the pixels were 4096 × 3796, and its original aspect ratio was
unchanged. We trained the RPN and the Fast R-CNN with SGD, and the maximum
iterations were 80k and 40k, respectively. The base learning rate, the learning policy,
the weight decay, and the momentum of the RPN and the Fast R-CNN were similar. In
detail, we set the base learning rate to 0.001, and the learning policy is step, and we used
a weight decay of 0.0005 and a momentum of 0.9.

In RPN, non-maximum suppression (NMS) [14] was conducted to exclude some redun-
dant region proposals after the bounding box regression. That is, the region proposal was
removed when its Intersection-over-Union (IoU) with a higher scored proposal was greater
than a given threshold, i.e., 0.7. We used the top 2k proposals per image for training after
NMS, and only 300 proposals per image for testing in the following experiments section.

3.4. The Detection Process. It involves the following steps for detecting defects in
the polarizer: (1) Taking the polarizer picture to be tested as the input picture, and the
feature map was obtained through 13 layers of the convolutional layer. (2) Using the
convolution feature map as the input of RPN network, a large number of proposal regions
were generated. (3) The non-maximum suppression (NMS) operation was performed on
the proposal region box, and the top 300 proposal regions with the highest scores were
reserved. (4) Take the features in the proposal regions of the feature map to form high-
dimensional feature vectors, and calculate the score of each class from the Fast R-CNN
detection network and predict the position of defects.

Through the above steps, the identification and localization of the defects in polarizer
images were determined.

4. Experiments. The experiments are conducted on a workstation that was equipped
with a NVIDIA GeForce GTX 1080 GPU and 8 GB memory. The deep learning framework
we used was Caffe, and the training and testing processes were implemented by modifying
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the source code of the original Faster R-CNN [15].The size of the image captured for
detecting defects was 4096 × 3796 .

Faster R-CNN provides three training models, i.e., the ZF model, the VGG CNN M 1024
model, and the VGG16 model. We conducted the experiments separately on these three
models, and the results are shown in Table 1. We used the mean Average Precision (mAP)
as the evaluation criterion, a metric for object detection. The VGG16 model provided a
higher mAP than ZF and VGG CNN M 1024, so we used the VGG model as our training
network.The results of the VGG16 model show that the Faster R-CNN had good capa-
bility of identifying the defects on the polarizer, but they also indicate that this method
has a certain fall-out ratio.

Table 1. Results of the three training models

training model mAP(%) dirty(%) marker(%)

VGG16 67.5 62.6 72.4
ZF 43.8 30.1 57.5
VGG GNN m 1024 64.5 58.4 70.6

Fig. 3 shows the detection results of a polarizer image, where a) is the original polarizer
image and b) and c) are the probability estimation and bounding box for dirty and marker,
respectively. From Fig. 3, it can be seen that most of the defective areas are identified.

Figure 3. Example of the results of detecting defects in the image of the polarizer

The maximum iterations and the dropout rate affected the mAP of the Faster R-CNN.
These two parameters were determined by training the mode repeatedly, and, as a result,
the maximum number of iterations was 70,000, and the dropout rate was 0.5. In addition,
the time spent on detecting a polarizer also was included in order to evaluate the testing
speed. The average time for multiple tests was about 0.3 second, which shows that deep
learning is a promising method for industrial real-time detection.

5. Conclusions. In this paper, a defects detection and localization method based on
Faster R-CNN for polymeric polarizer is proposed for use in verifying the possibility of
using and accuracy of the deep learning method for detecting defects in a polarizer. The
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experimental results show that this method achieved good detection accuracy and a near
real-time detection speed by using the GPU computing unit. The research work in this
paper can serve as a reference for follow-up research associated with the detection of
defects in polarizers.

In our future work, we will change the number of layers of the network and adjust some
of the networks parameters to optimize the test model and thus improve the efficiency
and accuracy of detection.
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