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Abstract. In recent years, many reversible data hiding methods have been proposed to
avoid hacker’s interception attacks, e.g., histogram shifting and prediction error expan-
sion. The histogram shifting method only modified the pixels between the peak point and
the zero point, so the visual quality of the image is satisfactory. However, only some
pixels that are equal to the peak point can be used to embed secret data. The prediction
error expansion method has a higher hiding capacity during an embedding round than his-
togram shifting. However, expanding the prediction error between the cover image and its
prediction image causes serious distortion of the image. In this paper, first, we proposed
an energy deviation method to reduce the error in the prediction, thereby enhancing the
number of embeddable pixels and decreasing the level of expansion. Then, we combined
our method with the histogram shifting method to reduce the number of modified pixels.
The experimental results showed that the proposed method can embed more secret data
than previous methods. In addition, the proposed method has a greater peak signal-to-
noise ratio value than previous methods.
Keywords: histogram shifting, Prediction error expansion, Energy deviation, Embed-
ding rate, PSNR value

1. Introduction. Reversible data hiding is used to embed specific messages into mul-
timedia, e.g., images [1-12], videos, and audio files. The multimedia can be recovered
losslessly after all of the specific messages have been extracted. This property makes it
possible for reversible data hiding to be used in many applications, e.g., steganography
and watermarking.

The difference expansion technique was developed in 2003 [1], in which the difference
of a pixel-pair is doubled to embed a secret bit. However, difference expansion may cause
serious visual distortion of the stego image as well as overflow and underflow problems.
In order to improve the quality of the stego image, Thodi and Rodriguez [2] applied an
inherent edge-detection method that can derive a prediction value by three neighboring
pixels of the current hiding pixel. Since the prediction error between the current hiding
pixel and the prediction value is small, expanding these smaller values does not cause
serious distortion of the image. However, there are a few overflow and underflow problems
in the boundary’s pixels.
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In order to avoid this problem, Ni et al. [3] proposed a histogram shifting method
in which the pixels between the peak point and the zero point are shifted by one unit,
and the secret data are embedded into the peak point. The embedding way controls the
maximum modification level of pixels within 1, thus the visual quality of the stego image
is better than that of other reported methods. In addition, the method does not modify
the boundary pixels to skillfully avoid overflow and underflow problems.

Thodi and Rodriguez [4] combined the prediction error expansion method [2] with
histogram shifting method [3] to embed a large amount of secret data and maintain
satisfactory quality of the stego image. In 2008, Fallahpour [5] used the gradient-adjusted
prediction (GAP) method to generate more exact prediction value, thereby reducing the
level of prediction error expansion. Consequently, the method retained better image
quality than the previous methods. However, there are some overflow and underflow
problems in Fallahpour’s method.

In order to solve the overflow and underflow problems, Tai et al. [7] modified the
boundary pixels as the embeddable pixels. As a result, the hiding capacity of Tai et
al.’s method is higher than that of previous methods. However, their method requires
a location map to record whether or not the pixel is a boundary pixel. The location
map decreases the hiding capacity and the image quality. In order to reduce the size of
the location map, Tseng and Hsieh [6] only recorded the least significant bits (LSBs) of
the boundary pixels and those of a few pixels overlapped with the modified boundary
pixels. In other words, they only recorded a few LSBs as the reference information for
recovering the original image. However, their hiding method only embeds secret data
into the prediction errors ranged from half of threshold and threshold, limiting the hiding
capacity.

Therefore, Lee et al. [8] used the difference expansion method to improve Tseng and
Hsieh’s method, thereby enhancing the hiding capacity. However, both the hiding capacity
and the image quality can be improved further by adding our energy deviation.

The organization of the paper is as follows. First of all, we introduced several classical
reversible data hiding methods in Section 1. Then, Sections 2 and 3 described Thodi
and Rodriguez’s method and the proposed method. Finally, experimental results and
conclusions were given in Sections 4 and 5, respectively.

2. Related Work. In 2004, Thodi and Rodriguez applied an inherent edge-detection
method to embed secret data into the prediction error between the cover pixel and its
prediction value, where the prediction value Îx,y of the cover pixel Ix,y, was derived by
the three neighboring pixels {Ix−1,y, Ix,y−1, Ix−1,y−1 }, i.e.,

Îx,y =

 min(Ix−1,y, Ix,y−1), if Ix−1,y−1 ≥ max(Ix−1,y, Ix,y−1),
max(Ix−1,y, Ix,y−1), if Ix−1,y−1 ≤ min(Ix−1,y, Ix,y−1),
Ix−1,y + Ix,y−1 − Ix−1,y−1, otherwise,

where x and y represent coordinates in the horizontal axis and vertical axis, respectively.
Fig. 1 shows the cover pixel and its three neighboring pixels. Afterwards, the prediction
error Ex,y between Ix,y and Îx,y was calculated, i.e., Ex,y = Ix,y − Îx,y. The prediction
error Ex,y can be used to embed one secret bit s, i.e., E ′x,y = 2 × Ex,y + s. Finally, the

prediction error E ′x,y is increased by the prediction value Îx,y to obtain the stego pixel

I ′x,y, i.e., I ′x,y = E ′x,y + Îx,y.
An example was used to illustrate the above procedure. Fig. 2 shows that the current

hiding pixel was 105 and its three neighboring pixels were 112, 110, and 107. First,
the prediction value of the current hiding pixel was generated by Eq. (1), i.e., Î2,2 =
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Figure 1. Current hiding pixel and its three neighboring pixels

Figure 2. Example of embedding data

min(110, 107) = 107. Then, the prediction error between the current hiding pixel and the

prediction value can be obtained, i.e., E2,2 = I2,2− Î2,2 = 105− 107 = −2. The prediction
error was used effectively to embed one secret bit s, i.e., E ′2,2 = 2×E2,2+s = −2×2+1 =
−3. Finally, the prediction error having the secret data was increased by the prediction
value to obtain the stego pixel, i.e., I ′2,2 = E ′2,2 + Î2,2 = −3 + 107 = 104.

3. Proposed Method. In our data embedding procedure, the maximum modification
level of cover pixels is 1. The modification may cause overflow and underflow problems in
the extreme pixels, i.e., 0 or 255. In order to avoid the overflow and underflow problems,
the extreme pixels are shrunk before the data embedding procedure, with the shrinking
strategy being inspired by Lee et al.’s method [8]. Our method only records the LSBs of
the extreme pixels, the values of which are {0, 1, 254, 255}, i.e.,

LSB = Ix,ymod2, ifIx ,y ∈ {0, 1, 254, 255}
Note that our method does not record the LSB of the non-extreme pixels. The recorded

LSBs also are embedded into the cover image with the secret data. The recorded LSBs
hidden in the image will be extracted as auxiliary information when the image is recovered.
Afterwards, the extreme pixels are shrunk, i.e.,

Ĩx,y =

 1, if Ix,y ≤ 1,
254, if Ix,y ≥ 254,
Ix,y, otherwise.

The above equation limits the range of pixels within [1, 254] to avoid the overflow and
underflow problems.

Fig. 3 shows the flowchart of data hiding of the proposed method. First, the cover
image is divided into an embeddable region and a non-embeddable region, as shown in
Fig. 4, where H and W denote the height and width of the cover image, respectively.
The pixels in the non-embeddable region are used as the reference information in the data
extraction and image recovery phases, thus they remain unchanged.

After dividing the image, the prediction value Îx,y of the embeddable pixel Ĩx,y is gen-
erated by
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Îx,y =


min(Ĩx−1,y , Ĩx,y−1)− w ×min(Ĩx−2,y−1, Ĩx−2,y , Ĩx−1,y−2, Ĩx,y−2), if Ĩx−1,y−1 ≥ max(Ĩx−1,y , Ĩx,y−1),

max(Ĩx−1,y , Ĩx,y−1) + w ×max(Ĩx−2,y−1, Ĩx−2,y , Ĩx−1,y−2, Ĩx,y−2), if Ĩx−1,y−1 ≤ min(Ĩx−1,y , Ĩx,y−1),

Ĩx−1,y + Ĩx,y−1 − Ĩx−1,y−1, otherwise.

where w is the weight of the energy deviation. There is a high probability that the cur-
rent pixel is smaller than the three neighboring pixels when Ĩx−1,y−1 ≥ max(Ĩx−1,y, Ĩx,y−1),
and the weight of the minimum neighboring value should be increased. The appropriate
weight w can increase the accuracy of the prediction.

Afterwards, the prediction error Ex,y between Ĩx,y and Îx,y is calculated, i.e., Ex,y =

Ĩx,y − Îx,y. These prediction errors are compiled to generate a histogram, where the value
of the selected peak point P must be smaller than that of the selected zero point Z, i.e.,
P < Z. If the number of the embedded bits is more than that of the frequency of the peak
point, the above method is repeated. However, the value of the next peak point must be
greater the next zero point, i.e., P > Z. This rule can reduce the number of repeated
modifications of the pixel, thereby maintaining good image quality. After determining
the peak point and the zero point, and the hiding space, the secret bits and the recorded
LSBs can be embedded into the prediction error, i.e.,

E ′x,y =


Ex,y + 1, if P ≤ Ex,y ≤ ZandP < Z ,
Ex,y + s, if Ex,y = PandP < Z ,
Ex,y − 1, if Z ≤ Ex,y ≤ PandP > Z ,
Ex,y − s, if Ex,y = PandP > Z .

Finally, the embedded prediction error is increased by the prediction value to obtain
the stego pixel, i.e., I ′x,y = Îx,y + E ′x,y.

We used an example to illustrate the above procedure. Fig. 5 shows a cover image. The
cover pixels in the two top-most columns and the left-most rows remain unchanged because
they are used as the reference pixels in the extraction and recovery phases. Then, the
prediction values of the other pixels are generated. For example, the prediction value of the
pixel in the coordinates {3, 3} is derived by Î3,3 = Ĩ2,3+ Ĩ3,2− Ĩ2,2 = 181+185−184 = 182.

Then, the prediction value of the next pixel is generated by Î3,4 = Ĩ2,4 + Ĩ3,3 − Ĩ2,3 =
179 + 182− 181 = 180.

After deriving the prediction value, the prediction errors between the cover pixels and
their corresponding prediction values are calculated. Fig. 5 shows the prediction errors.
The frequencies with which these prediction errors occur are counted to generate a his-
togram, where the peak point is 0 and the zero point is 2. Consequently, the prediction
errors between 0 and 2 are increased by 1 to create an embedding space. For exam-
ple, the prediction error with the coordinate {4, 5} is 1, and it is increased by 1, i.e.,
E ′4,5 = E4,5 + 1 = 1 + 1 = 2.

Moreover, the prediction errors that have values equal to the peak point ”0” can be used
to embed secret data. Assume that three secret bits are (101)2 . The first embeddable
prediction error in the coordinates {3, 3} is equal to 0, hence it can be used to embed the
first secret bit ”1,” i.e., E ′3,3 = E3,3 + s1 = 0 + 1 = 1. Then, the second secret bit ”0” is
embedded into the second embeddable prediction error, i.e., E ′3,4 = E3,4 + s2 = 0 + 0 = 0.
The procedure of embedding the third secret bit is the same as the above procedure, and
the prediction error are increased by the prediction value to obtain the stego pixel.

We used the following procedure to extract secret data and recover the cover image.
The stego pixels in the two top-most columns and the left-most rows are used as the
reference information of data extraction and image recovery. Then, the prediction values
of the other pixels are generated. Then, the prediction error between the stego pixel and
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Figure 3. Flowchart of data embedding in the proposed method

Figure 4. Cover image divided into the embeddable region and the non-
embeddable region

its prediction value is calculated, i.e., E ′x,y = I ′x,y − Îx,y. If the prediction error does not
belongs the range between the peak point and the zero point, there is no secret bit or the
recorded LSB in the prediction error. In addition, the stego pixel is the same as the cover
pixel. Otherwise, the embedded bits can be extracted correctly by

s =

{
E ′x,y, if E ′x,y ∈ {P, P + 1}andP > Z ,
|E ′x,y|, if E ′x,y ∈ {P, P − 1}andP < Z .

Meanwhile, the original prediction error can be recovered losslessly by

Ẽx,y =

{
I ′x,y − 1, if P < E ′x,y ≤ ZandP < Z ,
I ′x,y + 1, if Z ≤ E ′x,y < PandP > Z .

The above procedure is repeated until all of the embedded bits are extracted.
Fig. 6 shows the example of data extraction and image recovery. The stego pixels in

the two top-most columns and the left-most rows are reference pixels, so they does not
need to any modification procedure. Then, the prediction value of the stego pixel in the
coordinates {3, 3} is generated, i.e., Î3,3 = I ′2,3 + I ′3,2 − I ′2,2 = 181 + 185 − 184 = 182.
The prediction error between the stego pixel ”183” and the prediction value ”182” is ”1”,
which is equal to P + 1. Consequently, there is one secret bit in the stego pixel. The
secret bit can be extracted by s = E ′3,3 = 1. In addition, the pixel is recovered losslessly
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Figure 5. Example of embedding data using the proposed method

by Ĩ3,3 = I ′3,3−1 = 183−1 = 182. The recovered pixel is used as the reference information
of the next stego pixel.

The stego pixel in the coordinates {3, 4} is 180 and its prediction value is 180, thus
the prediction error is 0. The prediction error ”0” is equivalent to the peak point, so the
secret bit hidden in the prediction error is extracted by s = E ′3,4 = 0. Moreover, the pixel

is recovered losslessly by Ĩ3,4 = I ′3,4 − s = 180. The other secret data can be extracted by
the same procedure mentioned above, and the original image can be derived without any
distortion.

After the above procedure, the proposed method used the recorded LSBs to losslessly
recover the extreme pixels. The extreme pixels are equal to 1 or 254, and their LSBs are
replaced by the recorded LSBs to recover the original pixels, i.e.,

Ix,y =

{
2×

⌊
Ĩx,y
2

⌋
+ LSB, if Ĩx,y ∈ {1, 254},

Ĩx,y, otherwise.

4. Experimental Results. We used two measurements to confirm the effectiveness of
the proposed method, i.e., the embedding rate (ER) and the PSNR value, where former
was calculated by
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Figure 6. Example of data extraction and image recovery using the pro-
posed method

ER =
Number of secret bits

Size of cover image
(bpp)

Obviously, the greater ER value confirms that the method can embed more secret bits
into the cover image. The PSNR value was calculated to measure the visual similarity
between the cover image and the stego image, i.e.,

PSNR = 10× log10
2552

MSE
(dB),

where MSE is the mean square error between the two images. The MSE value can be
calculated by

MSE =
1

H ×W

H∑
x=1

W∑
y=1

(Ix ,y − I ′x ,y)2

Fig. 7 (a) shows four test images, i.e., Lena, Baboon, Barbara, and Boats, each of which
consists of 512 512 pixels. Fig. 7 (b) shows four stego images generated by the proposed
method. There is a high similarity between the cover image and the stego image, so a
hacker cannot easily detect that there are some secret bits in the stego image.

Since the weight setting influences both the embedding rate and the PSNR value,
we determined the appropriate weight during the first experiment. Fig. 8 shows the
embedding rates with various weights, where the PSNR values of the images are equal
to 35 dB. When the PSNR value is equal to or greater than 35 dB, the hackers cannot
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Figure 7. Test images

efficiently detect the visual difference between the cover image and the stego image. In
addition, the appropriate weight can be selected from the maximum embedding rate. In
other words, for the same PSNR value, the appropriate weight can embed more secret
bits than other weights. Note that the PSNR values of all stego images are smaller than
35 dB when the weight is set to 0.301. Consequently, we set the range of weights from
0 to 0.300. Fig. 8 shows that the embedding rate of the smooth image ”Lena” is higher
than that of the complex image ”Baboon,” implying that the proposed method is more
suitable for smooth images.

Fig. 9 shows that the proposed method has a greater PSNR value than the related
methods [4, 6, 7, 8, 9]. This is because the proposed method uses the energy deviation
to reduce the prediction error between the cover pixel and its prediction value, thereby
decreasing its expansion level. Consequently, the proposed method can achieve a greater
PSNR value than other methods for the same embedding rate.

The experimental results showed that the PSNR values of the proposed method were
significantly greater than those of Qin et al.’s method for the complex images, e.g., Ba-
boon. This is because Qin et al.’s method only used the average value of adjacent pixels as
the prediction value. When there are many textures in the cover image, e.g., Baboon, the
prediction accuracy of Qin et al.’s method is decreased. However, the proposed method
analyzed the correlation of adjacent pixels to derive the exact prediction value, so its
prediction error is smaller than that of Qin et al.’s method. The advantage decreases
the modification frequency of the prediction error to reduce the distortion of the image,
thereby achieving a higher PSNR value.

5. Conclusions. In this paper, we proposed an energy deviation strategy to decrease
the prediction error between the cover pixel and the prediction value. This advantage can
effectively reduce the level of prediction error expansion, thereby controlling the level of
modification of pixels. Consequently, the distortion of the stego image of the proposed
method is less than that of the previously prediction-based hiding methods. In the future,
we will analyze the relationship between the smooth block and the complex block to design
a dynamic energy deviation method to further enhance the prediction accuracy.
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Figure 8. Experimental results of finding an appropriate weight

Figure 9. Comparison among the proposed method and the five related
methods in terms of embedding rate and PSNR value
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