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Abstract. In view of incomplete using single feature to describe the objects of interest
and effectiveness of local sparse representation model, we propose a novel structural local
sparse tracker based on multi-feature fusion and fractional differential. Under the frame-
work of particle filter, firstly, we partition target image region into nine different sub
blocks. The gray feature and HOG feature of each sub block are extracted, and the two
kinds of features are combined to express the sparse representation of the target. Secondly,
using a kernelizable accelerated proximal gradient (KAPG) method, the sparse represen-
tation model can be solved efficiently. Lastly, sub blocks of different positions are viewed
as different categories, we employ the block with the same category and the representation
coefficients to reconstruct the block, likelihood function is constructed based on reconstruc-
tion error to determine the best candidate particle, which can achieve accurate tracking of
the target. In tracking process, we employ sparse representation and Hamming distance
based on fractional differential to update the dictionary templates adaptively. Compared
with other tracking methods on benchmark classical image sequences, both qualitative and
quantitative evaluations demonstrate that the proposed method is competitive to the state-
of-the-art trackers on challenging benchmark video sequences with illumination changes,
background clutter, occlusion, fast motion and deformation.
Keywords: object tracking, sparse representation, multi-feature fusion, fractional dif-
ferential, Hamming distance

1. Introduction. Visual tracking is an important research topic in the field of computer
vision, which has been widely used in many fields, such as intelligent monitoring, vehicle
navigation, human computer interaction and so on. In recent years, although many
tracking methods has been proposed. But it is still a challenging problem. The reasons
are mainly concentrated in some special cases (such as partial occlusion, light illumination
variation, morphological changes and background clutter) of tracking accuracy, robustness
and real-time.

Popular tracking method can be divided into two categories[1-8]: generative or discrim-
inative approaches. Discriminative method regards the tracking problem as two valued
classification problem, which is intended to separate target from background. It also uses
information from both target and background. Generative method formulates tracking
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problem as searching for the most similar to target model, which is generally based on
either templates or subspace models. In order to adapt to the change of target appearance
caused by dynamic environment, the appearance model of target should keep dynamic
update.

Recently, sparse representation has been used in computer vision successfully, includ-
ing image enhancement, target recognition and visual tracking. Mei[9, 10] applied sparse
representation to visual tracking, for the purpose to solve minimize problem, they took
overall representation of target as appearance model. However, tracking is not stable
enough when target appearance changes with high method complexity. Liu[11] proposed
a tracking method based on local sparse appearance model, which employed sparse coef-
ficient histogram and mean shift method to achieve the goal of tracking, but the method
used static sparse dictionary, which would lead to tracking failure when there are similar
objects with target object in the scene. Zhong[12] based on global template and local
description, proposed sparsity-based discriminative classifier (SDC) and sparsity-based
generative model (SGM), which SDC model is used to effectively distinguish between tar-
get and background and SGM model is used to the spatial information of blocks in order
to deal with occlusion problem.

Xu[1] proposed a target tracking method based on structural local sparse appearance
model (ASLA), which extract target gray level feature and construct a dictionary for
overlapping of target area, then solve minimization paradigm l1 with constructed over
complete dictionary on target candidate, and target candidate with the minimum recon-
struction error is used as tracking result. The method extracted a new vector from main
feature of each block region with alignment-pooling technology, realized the dimension
reduction and reduced computational complexity in some sense. However, the tracking
method is relatively simple to describe the feature selection of target. Many researches
have indicated the ability of different features to describe target is different, sharing and
complementarity between different features can improve performance of individual fea-
tures, and construction of local overlapping block dictionary method repeat calculate a
lot of background information, which will affect real-time performance and robustness of
tracking process with the more computing times of background information, the more
likely it is to generate drift in the process of tracking.

In view of the above, inspired by the combination of sparse representation and suc-
cessful application in visual recognition, we proposed a method of structural local sparse
tracking based on multi-feature and fractional differential (MFLS). The main features of
our method are: 1) using a new target board section block method; and 2) extracting
multiple features (gray feature and HOG feature) to describe the target; and 3) using
fractional differential and Hamming distance construct update weight sequence of adap-
tive update template. The method can overcome the situation of poor ability to describe
target with single feature, give full play to the advantages of different feature description
ability, improve tracking accuracy and tracking robustness, and reduce the possibility of
tracking drift generated in tracking process.

2. Multi-feature Joint Sparse Representation.

2.1. Target image region local block. There are many methods to block target image
area. Xu et al[1] proposed that the size of local block is 16 × 16 pixels, step is 8 pixels,
so for 32× 32 pixels tracking region generate 9 overlapping sub blocks. In this paper, the
target image region is divided into 9 different sub blocks. Suppose the target image region
is 30× 30 pixels, then the sub blocks are, sub block 1 and sub block 2 are 10× 20 pixels,
sub block 3 and sub block 4 are 20 × 10 pixels, sub block 5 is 10 × 10 pixels, sub block
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Figure 1. sub block 1 to sub block 5; (b) sub block 6 to sub block 9; (c)
target image region; (d) image region of sub block 1 to sub block 5; (e)
image region of sub block 6 to sub block 9

6, sub block 7, sub block 8, and sub block 9 are 20 × 20 pixels. As shown in Fig.1. The
middle overlapping sub block 5 contains more information of target object, and multiple
computations can enhance robustness of tracking.

2.2. Feature Description of Target Local Block. The classification idea is to take
different position of the block as different categories, so block number of target image is
equivalent to the number of categories. Suppose K different features, for each feature
index k = 1, 2, ..., K, template dictionary is:

Xk =
[
Xk

1 , X
k
2 , · · · , Xk

J

]
∈ Rdk×p (1)

where, J is the number of categories (number of local blocks divided by a single target
template),Xk

j ∈ Rdk×pj is kth feature of jth local block, dk is the dimension of kth feature.
In our method, the number of local blocks of each class is the same, because classification

is according to the location of local blocks, local blocks of the same location belong to
same class, so number of each class of local block is equal to number n of dictionary
templates.

p =
J∑
j=1

pj = n× J (2)
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In the paper, we choose grayscale features with simple and intuitive advantages and
HOG features with good invariance to deformation, so K = 2, but considering the gener-
ality of the method, we still use K as the number of features.

2.3. Joint Sparse Representation. The candidate sample (sampling particle) adopts
same feature with the dictionary template, and each block is represented by all blocks in

the dictionary with sparse representation. Y k
j =

[[
ykj
](1)

,
[
ykj
](2)

, · · · ,
[
ykj
](m)

]
∈ Rdk×m is

the kth feature in m candidate samples of the jth class, then it can be linear represented
with dictionary template block as:

Y k
j = Xkwkj + εkj , k = 1, 2, · · · , K (3)

where, wkj ∈ Rp×m is representation coefficient of kth feature in m candidate samples of the

jth class, εkj ∈ Rdk×m is residual term. Take wk =
[
wk1 , w

k
2 , · · · , wkJ ,

]
∈ Rp×(m×J)) as rep-

resentation coefficient of kth feature, wj =
[[
w1
j ,
]T
,
[
w2
j ,
]T
, · · · ,

[
wKj
]T]T ∈ R(K×p)×m as

representation coefficient of combining all K features corresponding to the jth class tem-
plate. Therefore, multi-feature joint sparse representation can be formulated as solution
of l2,1 mixed norm regularization problem:

min
wj

1

2

K∑
k=1

∥∥(Y k
j −Xkwkj )

∥∥2
2

+ λ
∥∥wTj ∥∥2,1 (4)

where,
∥∥wTj ∥∥2,1 =

∑m
i=1

∥∥∥[wTj ]i∥∥∥2, [wTj ]i is wj transposed the ith row.

Due to the different characteristic description of local block has different dimension, in
order to solve the problem of inconsistency between features, therefore, it needs to deal
dictionary template Xk and candidate sample Y k

j with the following ways Y k
j (kerneliza-

tion):

Xk ∈ Rdk×p KP→
[
Xk
]T
Xk KK→ Xk ∈ Rp×p (5)

Y k
j ∈ Rdk×m KP→

[
Xk
]T
Y k
j
KK→ Y k

j ∈ Rp×m (6)

where KP denotes kernelization processing and KK denotes kernelized.
After kernelizable processing, for arbitrary feature k, there are Xk ∈ Rp×p and Y k

j ∈
Rp×m.

The kernelizable dimension of different features is only related to the number of local
blocks. Hence, all features share the same dimension, which can better fuse arbitrary
features.

For every feature, dictionary template and candidate sample are mapped from origi-
nal feature space to another high dimension space RKHS with a nonlinear function φk.
In RKHS, for given kernel function gk, there is φk(xi)

Tφk(xj) = gk(xi, xj), the Eq.7 is
rewritten as:

min
wj

1

2

K∑
k=1

∥∥(φk(Y k
j − φk(Xk)wkj ))

∥∥2
2

+ λ
∥∥wTj ∥∥2,1 (7)

Let Gk = φk(Xk)Tφk(Xk) is the dictionary template kernel matrix corresponding to the
kth feature, Hk

j = φk(Xk)Tφk(Y k
j ) is the kernel vector corresponding to the jth candidate

sample of the kth feature. A simple way to use the kernel matrix is to use Gk and Hk
j as

new features directly, the Eq.8 is rewritten as:
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min
wj

1

2

K∑
k=1

∥∥(Hk
j −Gkwkj ))

∥∥2
2

+ λ
∥∥wTj ∥∥2,1 (8)

Taking use of kernelizable accelerated proximal gradient (KAPG)[13], the corresponding
sparse coefficients are obtained by solving the sparse problem Eq.8.

2.4. Adaptive Template Update Based on R-L Fractional Differential. In the
process of tracking target movement, because the influence of environment background
clutter and illumination changes, using the original definition of the target template and
the target candidate template matching, the matching accuracy will be reduced and the
tracking effect will be impacted [14]. However, if the dictionary template update is too
frequent, the accumulation error will eventually lead to tracker drift.

(1)Template update principle
In most tracking methods, the early tracking results are relatively accurate, so they

should be stored in the dictionary template for longer time. We hope the new template
update slightly faster and the old template update slightly slower. Fractional differential
can improve signal high frequency component and non-linearly preserve signal medium
and low frequency components meanwhile. Riemann-Liouville(R-L) fractional differential
definition is mainly used to calculate the analytical solution of some simple functions.

Assume that duration is [a, x], then v order of R-L differentiation to f(x) is defined as
[15]:

aD
v
xf(x) =

dvf(x)

[d(x− a)]v
=

1

Γ(−v)

∫ x

a

(x− τ)−v−1f(τ)dτ(v < 0) (9)

where v is the differential number of aD
v
xf(x), Γ(·) is Gamma function, Γ(v) =

∫∞
0
e−ttv−1dt.

In Eq.9, we get the conclusion that if signal f(x) is a constant, the corresponding v de-
rivative is not zero. Therefore, some relevant numerical methods will not be used to
contain integral derivative differential equations. Based on this, Jumarie G improved the
definition of R-L fractional differential[16].

Definition 1: Assume that R → R, x → f(x) denote a continuous function, h is a
discrete constant and h > 0, let FW (h)f(x) := f(x + h) (’:=’ means left item is defined
by right item), then v (0 < v < 1) order of R-L differential of f(x) is defined as:

4vf(x) := (FW − 1)vf(x) =
∞∑
k=0

(−1)k
(
v

k

)
f [x+ (v − k)h] (10)

Limit of Eq.10 is:

f (v)(x) := lim
h→0

4v[f(x)− f(0)]

hv
(11)

Eq.11 is close to the standard derivative definition. While 0 < v < 1 and f(x) is
constant, the v order of f(x) is 0.

Definition 2: Assume that R → R, x → f(x) denote a continuous function, then v
(0 < v < 1) order differential of f(x) is:

aD
v
xf(x) = (f (v−1)(x))

′
=

1

Γ(1− v)

d

dx

∫ x

a

(x− τ)−v(f(τ)− f(0))dτ (12)

where f (v) = (f (v−n)(x))(n), n ≤ v < n+ 1, n ≥ 1.
Contrasting Eq.9 and Eq.12, we will find Eq.12 includes constant f(0) but Eq.9 does

not. Here, we call Eq.12 as improved R-L fractional order differential.
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If the duration of signal function f(x) is x ∈ [a, x], dividing [a, x] into N equal intervals,
where h = 1. Let a = 0 and δ = x/N , from Eq.10 we can get follows:

aD
v
x =

1

Γ(1− v)

d

dx

∫ x

0

(x− τ)−v(f(τ)− f(0))dτ

=
1

Γ(1− v)

d

dx

∫ x

0

τ−v(f(x− τ)− f(0))dτ

=
1

Γ(2− v)

∫ x

0

fx− τ ′

τ v−1
dτ − 1

Γ(2− v)
× f(0)

xv−1

=
1

Γ(2− v)

N−1∑
k=0

∫ kδ+δ

kδ

df(x− τ)

dτ
× 1

τ v−1
dτ − 1

Γ(2− v)
× f(0)

N v−1δv−1

(13)

For infinitesimal interval [kδ, kδ + δ], let fk = f(x− kδ), then

df(x− τ)

dτ
∼=
f(x− kδ)− f(x− kδ − δ)

δ
=
fk − fk+1

δ
(14)

Due to the minimum interval between discretization digital image pixels is 1, δ = 1, so

aD
v
x ≈

1

Γ(3− v)

N−1∑
k=0

(fk − fk+1)[(k + 1)2−v − k2−v]− 1

Γ(3− v)
× (2− v)fN

N v−1 (15)

Therefore, fractional order differential can be approximate acted as convolution between
signal f(x) and the coefficient function A. We can calculate any value of coefficient
function A by Eq.13:

α1 =
1

Γ(3− v)

α2 =
22−v − 2

Γ(3− v)

α3 =
32−v − 2× 22−v + 1

Γ(3− v)
· · ·

αk =
(k + 1)2−v − 2× k2−v + (k − 1)2−v

Γ(3− v)
· · ·

αn =
(n− 1)2−v − n2−v − (2− v)n1−v

Γ(3− v)

(16)

So the fractional order differential sequence can be constructed as A = (α0, α1, · · · , αn),
where n represents the number of templates in a template dictionary. Because of the
difference of order v, the weight of the template weight sequence is also different. Partial
calculation results are shown in Table 1.

From Table 1, we can find that the feature of this sequence is that the front is greater
weight and the back is smaller weight. By this way, the old template will be updated
slowly, and the new template will be updated quickly, which can reduce the template drift
problem. In order to obtain better effect of update template, we choose v = 0.5 as the
update weight sequence.

(2) Adaptive template update method
In information encoding, Hamming distance is used to denote different numbers of

corresponding positions of two word with same length.
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Table 1. Update weight sequence based on fractional differential with dif-
ferent v

v update weight sequence
0.2 0.5965 0.8841 0.7517 0.6911 0.6518 0.6230 0.6006 0.5823 0.5669 0.5536
0.3 0.6474 0.8086 0.6312 0.5561 0.5093 0.4760 0.4505 0.4300 0.4130 0.3987
0.4 0.6995 0.7215 0.5153 0.4350 0.3868 0.3534 0.3284 0.3086 0.2925 0.2790
0.5 0.7523 0.6232 0.4057 0.3281 0.2832 0.2530 0.2307 0.2135 0.1997 0.1882
0.6 0.8050 0.5144 0.3039 0.2354 0.1972 0.1722 0.1542 0.1405 0.1296 0.1208
0.7 0.8571 0.3962 0.2114 0.1567 0.1275 0.1088 0.0956 0.0858 0.0781 0.0719
0.8 0.9076 0.2699 0.1292 0.0917 0.0724 0.0604 0.0521 0.0460 0.0413 0.0376
0.9 0.9556 0.1372 0.0586 0.0398 0.0305 0.0248 0.0210 0.0183 0.0162 0.0146

Assume that Di, i = 1, 2, · · · , n, denotes template dictionary, which includes n tem-
plates, and T denotes object template, then we can obtain Hamming distance between
every template in the dictionary and object template:

Hi =
K∑
j=1

Di(j)⊕ Tj, j = 1, 2, · · · , K (17)

where K is the feature number of every template, Di(j) is the jth feature of Di in the
template dictionary, Tj is the jth feature of object template T , ⊕ is similarity XOR
symbol. Hi = 0, denotes template Di and object template T are completely consistent,
which indicates two templates are very similar. Hi = K, denotes template Di and object
template T are totally different, which indicates two templates are widely different.

Based on fractional differential coefficient αi, i = 1, 2, · · · , n, according update strategy
that the first to enter the template dictionary is updated lower expectations, we can add
weight to each template Hamming distance Hi and choose the biggest difference template
to update. The formula is:

H ′ = max

{
Hi

αi

}
(18)

The update method based on formula(18) is:

D′i = βT + (1− β)H ′ (19)

where H ′ is current maximum difference template, T is object template, D′i is the updated
template, β = H′

K
is update parameter. The greater H ′, the greater difference between

H ′ and T , the greater change of tracking target, the greater β which indicates update
template demand is relatively larger. The smaller H ′, the smaller difference between
H ′ and T , the smaller change of tracking target, the smaller β, which indicates update
template demand is relatively less. So the integrated template update formula is:

D′i =
H ′

K
gT + (1− H ′

K
)gH ′ (20)

According to the Hamming distance between current template target H ′ and matching
target template T , the template updating Eq.20 can be adjusted adaptively. The adaptive
adjustment of template update can adapt to the change of the intensity or brightness of
tracking target, and improve the accuracy and robustness of tracking.
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3. Tracking Method. In this paper, the particle filter framework is implemented to
track the target object and the method step is shown in Algorithm 1.
Algorithm 1 Tracking method

Structural local sparse tracking method based on multi-feature fusion and frac-
tional differential
Input: Target initial state and target sequence image
Output: The target state of the current frame and updated dictionary template

1) Template initialization: tracking target location is obtained with manual way in the
first frame, using Gauss distribution to generate m particles and constructing target template
space according to KNN method to get the first 10 frames of tracking target.

2) Target area block: overlapping blocks of dictionary templates and candidate samples,
extracting pixel gray value and HOG features of each block and carrying out kernelization
processing.

3) Joint sparse representation: using all blocks in the dictionary template to complete
multi-feature joint sparse representation of every block in candidate samples and solving
sparse coefficients by KAPG.

4) Target state estimation: solving the reconstruction error of each sample particle, obtain-
ing tracking results of the current frame according to the principle of minimum reconstruction
error.

5) Template update: updating dictionary template using combined R-L fractional differ-
ential and Hamming distance method adaptively.

6) If the last frame has been reached, then tracking process is completed, or else jumping
to 2).

4. Experimental results and analysis. In order to verify the effectiveness and the
advancement of our method, we take use of 10 image sequences to finish tracking experi-
ment, which includes challenging factors in tracking scenarios with illumination changes,
background clutter, occlusion, shifting, etc. At the same time, we compared our method
with five of state-of-the-art trackers on challenging benchmark [7], where multiple instance
learning (MIL) [17] and Tracking-learning-detection (TLD) [18] are discriminative track-
ing methods, incremental visual tracker (IVT) [19], multi-task sparse tracker (MTT) [20]
and adaptive structural local sparse tracker (ASLA) [1] are generative tracking methods.
In experiments, our parameters are set to m = 600, regularization parameter λ = 0.01,
dictionary template is updated every 5 frames. The challenging video sequences are:
faceocc1, faceocc2, car4, carDark, david, trellis, skating1, singer1, bolt, deer. Experimen-
tal results are shown in Fig.2.

4.1. Qualitative evaluation. Various state-of-the-art trackers on challenging bench-
mark video sequences in Fig.2 with occlusion, illumination changes, deformation, back-
ground clutter and fast motion are analyzed as follows.

1) Occlusion
For the purpose of verification tracking performance in occlusion situation, we adopted

serious occlusion image sequences faceocc1 andfaceocc2 as the tracking target. Fig.2(a)
and Fig.2 (b) show that when serious occlusion occurs, the method can still accurately
track the target. Compared with other 5 tracker, our method owned higher success rate,
which shows that the method also owned better robustness in occlusion.

2) Illumination variation
Fig.2 (c), Fig.2 (d), Fig.2 (e), Fig.2 (f) and Fig.2 (h) show the tracking results of image

sequences with obvious illumination variation such as car4, david, trellis and singer1. We
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Figure 2. Partial tracking results

can see that the tracking effect of proposed MFLS method and ALSA method are better
than other 4 tracking methods.

3) Deformation
Fig.2 shows the tracking results of image sequences with deformation such as avid,

trellis, skating1 and bolt. At the same time, these sequences have other challenging
factor, such as david and trellis contain illumination variation, skating1and bolt contain
occlusion. Regardless of the tracking results or the average success rate, our tracking
method is significantly better than the other 5 tracking method.

4) Background clutter
Fig.2 (d) and Fig.2 (j) show the tracking results of image sequence with background

clutter such as carDark and deer. At the same time, these sequences have other challenging
factor, such as carDark contains illumination variation, deer contains fast motion, etc.
The proposed method in this paper achieves a higher tracking success rate mean value in
tracking the two sequences.

5) Fast motion
In addition to background clutter, the image sequence deer contains the main challenges

of fast motion and motion blur. This challenge can still continue to tracking target stably.

4.2. Quantitative evaluation. In this paper, we take tracking success (overlap) rate
curve and average value of the success rate as index of quantitative evaluation. Assume
that the target true rectangle region is ra and tracking results rectangle region is rt
respectively, the overlap score is defined as score = area(rt ∩ ra)/area(rt ∪ ra). If the
overlap score of tracking method on a frame image is larger than that of the overlapped
threshold t0, it is considered that the tracking method is successful on this frame image.
According to the definition of tracking method in an image sequence, tracking success rate
is the ratio between successful tracking image frames and total image sequences frames.
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The comparison of average tracking success rate between our method and 5 different
tracking methods in 10 image sequences is shown in Table 2.

Table 2. Average success rate of tracking

Video IVT MTT ASLA MIL TLD MFLS
faceocc1 0.83 0.83 0.31 0.57 0.52 0.89
faceocc2 0.79 0.74 0.71 0.73 0.56 0.80
carDark 0.51 0.59 0.77 0.22 0.32 0.81
car4 0.74 0.54 0.87 0.29 0.58 0.92
bolt 0.02 0.03 0.15 0.51 0.17 0.73
deer 0.21 0.58 0.59 0.20 0.39 0.72
david 0.37 0.52 0.45 0.43 0.59 0.69
trellis 0.39 0.60 0.62 0.35 0.21 0.76
skating1 0.08 0.51 0.80 0.21 0.08 0.81
singer1 0.49 0.84 0.72 0.42 0.41 0.84

From Table 2, we could find that our method has the highest average success rate in
all compared methods, which indicate our tracker is the most accurate. For further verify
performance of our method, we compared 51 image sequences in benchmark with success
rate curve of temporal robustness evaluation (TRE). In Fig.3, (a) is the comparison of
overall performance, (b) is the comparison of illumination variation, (c) is the comparison
of occlusion, (d) is the comparison of fast motion, (e) is the comparison of background
clutter, (f) is the comparison of deformation.

From Fig.3(a), we can conclude that our method is better in the overall performance
compared with other tracking methods. And from Fig.3(b)- Fig.3(h), we can find the
tracking performance of our method is relatively better in challenging situation such as
illumination variation, occlusion, fast motion, background clutter, deformation.

5. Conclusion. In this paper, we proposed a new method based on multi-feature joint
sparse representation theory and fractional differential. At the same time, using the
multiple features of target and the target tracking region local block, it can not only make
up for the disadvantage of single gray feature describe target model, but also can deal with
occlusion in the image sequence. Our method adopted pixel gray value feature and HOG
feature in the description of target feature. Actually, target of the different attributes
image sequences, such as serious occlusion, illumination change, fast motion, deformation,
background clutter, motion blur, etc., has its own description of features. According to the
attribute characteristic of image sequence, choosing suitable characteristic and adjusting
confidence weights of different features adaptively is the question which needs to solve in
the future.
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Success plots of TRE − occlusion (29)
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(c) occlusion
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Success plots of TRE − fast motion (17)
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(d) fast motion
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Success plots of TRE − background clutter (21)
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Success plots of TRE − deformation (19)
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(f) deformation
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Success plots of TRE − motion blur (12)
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Success plots of TRE − scale variation (28)
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Figure 3. The plots of TRE with attributes using the success rate metric
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