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Abstract. Content-based image retrieval (CBIR) has been an active topic of research
in computer vision for decades. Due to the existence of semantic gap, much research
has also been devoted in the past few years to relevance feedback as an effective solu-
tion to improve the performance of CBIR systems. Compared with various relevance
feedback approaches and their corresponding applications within the content-based image
retrieval community, little attention has been paid to its summary researches. So this pa-
per provides a comprehensive review on relevance feedback for CBIR. To start with, the
basic principle of relevance feedback is introduced. Subsequently, the relevance feedback
for CBIR is elaborated from three aspects of query-point movement, feature re-weighting
and Bayesian method, respectively. Finally, the paper is ended with a summary of some
important conclusions and potential research directions of relevance feedback for content-
based image retrieval in the future.
Keywords: Relevance feedback, CBIR, Semantic gap, Bayesian estimation, Region-
based image retrieval

1. Introduction. With the explosive growth in image records and the rapid increase of
computer power, retrieving images from a large-scale image database has become one of
the most active research fields in recent years. Content-based image retrieval (CBIR) is a
technique to retrieve images semantically relevant to the users query from an image data-
base. However, the semantic gap between low-level image features and high-level semantic
concepts is a major obstacle to image retrieval related tasks. To improve the retrieval
performance, more research efforts have been shifted to the relevance feedback (RF) so as
to obtain efficient CBIR systems. As a powerful tool to boost the retrieval performance
in content-based image retrieval systems, RF works by gathering semantic information
from user interaction. The user labels each image returned in the previous query round
as relevant or non-relevant (or a range of values). Based on this feedback, the retrieval
scheme is adjusted and the next set of images is presented to the user for labeling. From
the literature, it can be easily observed that a variety of relevance feedback techniques
have been proposed, evolving from earlier heuristic weighting technique to optimal learn-
ing, discriminative learning and classification-based techniques [1]. In general, most of
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these relevance feedback strategies can be roughly classified into three categories: query-
point movement, feature re-weighting and Bayesian method [2]. Compared with various
RF approaches and their corresponding applications in the content-based image retrieval
community, there are just very few review researches on the relevance feedback. So in
this paper, we focus our review on the relevance feedback techniques so as to complement
the existing surveys in the literature.

The rest of this paper is organized as follows. Section 2 briefly describes the basic prin-
ciple of relevance feedback. In section 3, RF procedure is elaborated from three aspects,
including query-point movement, feature re-weighting and Bayesian method, respectively.
Section 4 summarizes other relevance feedback strategies for CBIR. Finally, this paper is
ended with a summary of some important conclusions and potential research directions
of relevance feedback for content-based image retrieval in the future.

2. Relevance Feedback. Relevance feedback, originally developed for information re-
trieval, is an online learning technique used to improve the effectiveness of information
retrieval systems through iterative feedback and query refinement. RF is introduced into
CBIR during the early and mid-1990s, with the intention to bring user in the retrieval
loop to reduce the semantic gap between what queries represent and what the user thinks.
By continuous learning through interaction with end-users, RF has been shown to provide
dramatic performance boost in image retrieval systems [3]. In a word, the basic idea of
RF is to let users guide the system. During retrieval process, the user interacts with
the system and rates the relevance of the retrieved images according to his subjective
judgment. With this additional information, the retrieval system can dynamically learn
the users intention and gradually present better results. RF has been introduced into
image retrieval to primarily address two questions referring to the CBIR process. One
is the semantic gap between high-level visual properties of images and low-level features
extracted to describe them. Another issue is concerned with the subjectivity of the image
perception due to different people may have distinct visual perceptions of a same image.
Fig. 1 illustrates a simple diagram of a CBIR system with relevance feedback.

A typical scenario for relevance feedback in CBIR can be described as follows:
Step 1: Machine provides an initial retrieval results, through query-by-example, sketch,

etc.
Step 2: User provides a judgment on the currently displayed images as to whether and

to what degree, they are relevant or irrelevant to the query.
Step 3: Machine learns and tries again. Go to step 2.
Note that steps 2-3 need to be repeated until the user is satisfied with the retrieval

results.

3. Relevance Feedback for CBIR. Basically, relevance feedback strategy is motivated
by the observation that the user is unaware of the image distribution in feature space,
nor of the feature space itself, nor of the similarity metric. So RF techniques proposed
in the literature involve the optimization of one or more CBIR components, such as the
formulation of a new query and/or the modification of the similarity metric to take into
account the relevance of each feature to the user query, etc. In recent years, many rele-
vance feedback techniques have been proposed and most of them can be roughly classified
into three categories: query-point movement (QPM), feature re-weighting and Bayesian
method [2]. In QPM, the components of the query vector were updated using the average
of component values of all relevant samples and all non-relevant samples so that the new
query point moved towards the centre of relevant class and away from non-relevant class.
The essence of feature re-weighting was to put more weights on the feature components
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Figure 1. CBIR system with relevance feedback

those were more important in discriminating between relevant and non-relevant images
and thus, enhancing retrieval. It was found to be very suitable for large size databases and
high dimensional feature space [4]. Also, this method was simple to implement and pro-
duced fairly good retrieval. As for the Bayesian method, which estimated the probability
of a database image being relevant to the query and updated it with iteration [5,6]. Even
if this approach was theoretically sound as it did not rely on the nearest-neighbor search,
it was computationally intensive. In the following, a comprehensive review of RF related
studies will be described based on the RF strategies aforementioned for image retrieval,
respectively. Note that Table 1 summarizes the characteristics of relevance feedback for
CBIR.

3.1. Query-point movement for CBIR. The method of the query-point movement
approach was to construct a new query point that was supposed to be close to the relevant
results and far from those that were non-relevant. In other words, the QPM method
essentially tried to improve the estimate of the ”ideal query point” by moving it toward
good examples point and away from bad example points. The best-known approach,
initially developed by Rocchio in the context of textual information retrieval, to achieve
QPM was based on the following formula for sets of relevant documents DR and non-
relevant documents DN given by the user:

Q
′
= αQ+ β

(
1

NR′

∑
i∈DR

Di

)
− γ

(
1

NN ′

∑
i∈DN

Di

)
(1)



A Review on Relevance Feedback for Content-based Image Retrieval 111

Table 1. Summary of the characteristics of relevance feedback for CBIR

Purpose

Augment keyword retrieval: query reformulation
give user opportunity to refine their query
tailored to individual
exemplar based − different type of information from the query
iterative, subjective improvement
Evaluation

Examples

Image Retrieval
http://www.cs.bu.edu/groups/ivc/ImageRover/
http://nayana.ece.ucsb.edu/imsearch/imsearch.htm
http://www.mmdb.ece.ucsb.edu/∼demo/corelacm/

Early Usage

Modify original keyword query
strengthen terms in relevant docs
weaken terms in non-relevant docs
modify original query by weighting based on amount of feedback

Early Results

Evaluation:
how much feedback needed
how did recall/precision change
Conclusion:
improved recall/precision over even 1 iteration & return of up to
20 non-relevant docs
Promising technique

where Q and Q
′

were the original query and updated query respectively, DR and DN

denoted the positive and negative samples returned by the user, NR′ and NN ′ were the
number of samples in DR and DN , respectively, α, β and γ were selected constants.

As far as the application of QPM in image retrieval community was concerned, Lu et al.
[7] presented a framework by seamlessly integrating both semantics and low-level features
into the relevance feedback process, which took advantage of the semantic contents of
images in addition to low-level features. By forming a semantic network on top of the
keyword association on the images, it was able to accurately deduce and utilize the image’s
semantic contents for retrieval purposes. Moreover, a ranking measure that integrated
both semantic- and feature-based similarities for this framework was constructed as below.
Fig. 2 illustrates the proposed framework. It supports both query by keyword and query
by image example through semantic network and low-level feature indexing.

In the meanwhile, a system was constructed to integrate the region-based representa-
tions and relevance feedback by [8], in which both the query-point movement and region
re-weighting scheme were proposed based on users* feedback information. It is worth not-
ing that the region weights that coincided with human perception can not only be used in
a query session but be also memorized and accumulated for future queries. Alternatively,
it is argued that the existing techniques designed around query refinement based on the
RF strategy often suffer from slow convergence, and do not guarantee to find intended tar-
gets. For this, Liu et al. proposed several efficient query-point movement methods (naive
random scan, local neighboring movement, neighboring divide-and-conquer and global
divide-and-conquer) in reference [9]. They proved that their method was able to reach
any given target image with fewer iterations in the worst and average cases. For more de-
tails and a more complete explanation of this approach, please refer to the corresponding
literature.
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Figure 2. The framework of integrated RF and query expansion

3.2. Feature re-weighting for CBIR. The feature re-weighting method [10,11,12] was
one of the most popular formulations for relevance feedback. In these approaches, each
feature component was associated with a weight. Once the weights were determined by
the learning methods, these weights were then employed to measure the image distance
using a weighted scheme. Simply speaking, the feature re-weighting method associated
larger weights with more important dimensions while smaller weights with less important
ones.

Note that in the early years of the research, tf -idf representation was borrowed from
document information retrieval in the context of image retrieval. It was possible to relate
tf -idf to the feature weightings obtained from probabilistic models but this relation was
not strong. MindrReader was an optimization approach to derive the ideal query and
feature weights by combining ideas from QPM and axis re-weighting together. It was
able to achieve better results by using a generalized weighted distance. In addition, some
interactive retrieval approaches were also proposed which took into account the user’s
high-level query and perception subjectivity by dynamically updating certain weights.
Particularly, the hierarchical distance model was used to define the image distance as a
combination of multiple features’ distances [3]. As a probabilistic feature relevance feed-
back method, PFRL aimed to weight each feature according to the information extracted
from the relevant images. Specifically, this method applied a weighted Euclidean metric
to measure the similarity between images:

D(Ii, Ij) =

√√√√ d∑
k=1

wk(fik − fjk)2 (2)

The weights related to the first retrieval were set to a common value, as no relevance
information was available. After the first iteration, relevant images were used to compute
the weights related to each feature according to the following formula:

wk =
exp(Trk(Q0))∑d
n=1 exp(Trn(Q0))

(3)
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where rk was the fraction of relevant images falling into a neighborhood of query Q0, the
neighborhood being computed on the k-th feature dimension. d denoted the dimension
of the neighborhood, T was used to control the influence rk on wk.

In [10], irrelevant feedbacks were also included to refine the learning process. To be
specific, a query was first formulated using positive example, subsequently negative exam-
ple was leveraged to refine the system’s response during the relevance feedback process.
At the same time, Wu et al. [4] put forward a feature re-weighting approach by using
relevant images as well as irrelevant ones in the relevance feedback. Due to the feature
re-weighting process was prone to be trapped by suboptimal states, they introduced a
disturbing factor based on the Fisher criterion to push the feature weights out of sub-
optimum. On the other hand, it should be noted that the region-based approach to image
retrieval has emerged as one of the most active research directions in the past few years.
Jing et al. [11] presented a region weighting scheme based on the user’s relevance feedback
information. More recently, to make up for the drawback of the inflexible re-weighting
problem of RF in image retrieval, Xu et al. [12] brought forward a re-weighting rele-
vance feedback method based on the particle swarm optimization to optimize weightings
according to user’s retrieval requirement, etc.

3.3. Bayesian method for CBIR. As a kind of relevance feedback strategies, Bayesian
method has become one of the popular research topics in the field of content-based image
retrieval. In the early notable work [13], the representative image retrieval system was
developed based on the Bayesian relevance feedback. Pichunter’s performance, however,
depended on the consistency of users’ behavior and the accuracy of the prediction al-
gorithm. Moreover, it did not guarantee to find target images and suffered from local
maximum traps. In [14], a stochastic-comparison search strategy was constructed to re-
place the image display strategy for Pichunter, which could be incorporated into virtually
any kind of existing database retrieval systems by optimizing the relevance feedback phase
that by contrast can be done in a fairly universal manner, that was to say, all information
about the media and users was encapsulated in a single stochastic model. Furthermore,
this relevance feedback algorithm was also strong enough to be used without a query
language, which was useful for domains where a query language would be awkward or
new domains for which query languages had not yet been devised.

In the literatures [2,15], the Bayesian learning was exploited to incorporate user feed-
backs to update the probability distribution of all the images in the database. They
considered the feedback examples as a sequence of independent queries and tried to min-
imize the retrieval error by Bayesian rules as follows:

g(x) = arg max
i
P (y = i|x1, · · · , xt)

= arg max
i
{P (xt|y = i)P (y = i|x1, · · · , xt−1)}

(4)

where {x1, · · · , xt} denoted a sequence of queries (feedback examples) and the probability
formula P (y = i|x1, · · · , xt) was a prior belief about the ability of the i-th image class to
explain the queries.

Compared with references [2,15], each of the positive examples was treated as a mem-
ber of the same semantic class and the Bayesian classifier was employed to figure out the
feature distribution of each semantic class by reference [16,17]. The work [5] could be
viewed as an extended version of [16,17] by increasing the feature subspace, which was
extracted and updated during the feedback process using a principal component anal-
ysis (PCA) technique. In addition, due to the involvement of image segmentation and
similarity evaluation, the performance of region-based feedback of CBIR systems will be
inevitably undermined. Based on this recognition, it is argued that a better formulation
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was to view the problem as Bayesian inference and relied on probabilistic image repre-
sentations [18]. In the approach [19], a new Bayesian method for content-based image
retrieval was proposed by considering CBIR as a two-class classification problem. Zhang
et al. [20] developed a novel approach named BALAS to stretch Bayesian learning to
solve the small sample collection and asymmetric sample distributions between positive
and negative samples problems. At the same time, a CBIR system was developed based
on the Bayesian relevance feedback [21].

Alternatively, it is argued that the relevance feedback techniques employed to deal with
global image features only were apparently not the best choice. As it has been found that
users are usually more interested in specific regions rather than the entire image, most
current CBIR systems were region-based and they performed region segmentation on im-
ages so as to incorporate local information into image representation and image matching
criterion [22]. On the other hand, since region-based representation is able to integrate
both of local information and their spatial organization, region-based content based im-
age retrieval is more capable of providing greater flexibility and better functionality than
image-based CBIR. As a result, the region-based image retrieval (RBIR) has been widely
investigated over the past several years and much endeavor has been devoted to enhancing
its performance [9,23-29]. In more recent work [29], a Bayesian active learning mechanism
was proposed to overcome the small sample collection and asymmetric sample distribu-
tions between positive and negative samples. Note that another proposal for using the
Bayesian framework, but in a somewhat different context that includes multimedia data,
is given in Ref. [30]. More details can be gleaned from the corresponding literature. To
sum up, in the research of Bayesian relevance feedback in the context of CBIR, although
each method has their own advantages and disadvantages, most of these can achieve sat-
isfactory performance and motivate researchers to explore more effective image retrieval
methods with the help of their excellent experiences and knowledge. Note that Table 2
lists a non-exhaustive taxonomy of RF algorithms from two aspects of short-term learning
and long-term learning, respectively.

Table 2. A non-exhaustive taxonomy of relevance feedback algorithms

Short-term
learning

Heuristic-based (feature axis weighting). Density estimation-based
Classification-based Comparison searching-based. MDS-based
interactive visualization

Long-term
learning

Heuristic-based Information retrieval- and data mining-based.
Incremental learning-based

4. Other Relevance Feedback for CBIR. Apart from the relevance feedback strate-
gies aforementioned, there also exist some other RF methods in image retrieval community.
In the early years of RF, MacArthur et al.[31] used a decision tree algorithm to sequen-
tially cut the feature space until all the points in the feature space within a partition were
of the same class. As seen from the literatures, classification techniques from the machine
learning field have been extensively used in the recent literature to solve for the relevance
feedback problem of image retrieval, such as the SVM active learning method [32] and the
Biasmap [33], both using a kernel form to deal with the nonlinear classification bound-
aries, with the former exploring the active learning issue while the latter emphasizing the
small sample collection issue.

In [34], genetic algorithm (GA) based relevance feedback was constructed for image re-
trieval by using local similarity patterns. Meanwhile, King et al.[35] presented a relevance
feedback framework with integrated probability function (IPF) that combined multiple



A Review on Relevance Feedback for Content-based Image Retrieval 115

Figure 3. Architecture of the image retrieval framework

features for optimal image retrieval. Gosselin et al.[36] investigated active learning to
RF by using binary classifiers to distinguish relevant and irrelevant classes. In addition,
Hoi et al.[37] adapted the semi-supervised active learning framework to incorporate rele-
vance feedback in image retrieval. Fig.3 displays the architecture of this image retrieval
framework.

Besides, an experience-based relevance feedback search technique was presented in [38],
where both CBIR and keyword-based image retrieval complement each other. As shown in
[39], the one-class support vector machine was applied to solve the multiple instance learn-
ing problem in region-based image retrieval (RBIR) based on semantic regions instead of
the whole image. In the meanwhile, relevance feedback technique was incorporated to
provide progressive guidance to the learning process. In recent work [40], a co-training
learning strategy for relevance feedback was proposed. Wang et al.[41] came up with a rel-
evance feedback technique for CBIR based on the neural network learning by transferring
the process of relevance feedback into a learning problem of neural network. After that,
Len et al.[42] presented an iterative relevance feedback scheme based on logistic regression
analysis for ranking a set of images in decreasing order of their evaluated relevance prob-
abilities. In particular, this algorithm considered the probability of an image belonging
to the set of those sought by the user, and modeled the logit of this probability as the
output of a generalized linear model whose inputs were the low-level image features. In
the scheme [43], Kim et al. proposed a relevance feedback approach based on multi-class
SVM learning and cluster merging that could significantly improve the retrieval perfor-
mance in region-based image retrieval (RBIR). Fig. 4 illustrates the framework of the
RBIR with relevance feedback using multi-class SVM learning.

In addition, a relevance feedback approach was provided in [44] for CBIR by applying
Gaussian mixture model (GMM) of the image features and a query that was updated in a
probabilistic manner. Note that this update reflected the preferences of the user and was
based on the models of both the positive and negative feedback images, and the retrieval
was based on a recently proposed distance measure between probability density functions
that could be computed in a closed form for GMM. In more recent work [45], an SVM-
based relevance feedback was proposed for RBIR. In [46], two CBIR frameworks with
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Figure 4. RBIR with RF using multi-class SVM learning

relevance feedback based on genetic programming (GP) were presented. Notice that the
first framework exploited only the user indication of relevant images whereas the second
one considered not only the relevant but also the images indicated as non-relevant. Table
3 provides some classic RF strategies mentioned in this paper, including their sources,
classifiers and image datasets adopted.

5. Conclusions and Future Work. Relevance feedback is an important tool to im-
prove the performance of content-based image retrieval. RF, in other words, is an in-
teractive process to refine the retrieved results. As shown in the literature, even though
much endeavor has been devoted to the development of relevance feedback approaches for
content-based image retrieval, there are only very few systematic review researches on RF.
So the current paper focuses our review on the relevance feedback techniques from three
aspects of query-point movement, feature re-weighting and Bayesian method respectively,
the ultimate goal is to complement the existing surveys in the literature each other.

However, there are still many open research issues that need to be solved before the
current image retrieval system can be of practical use. First, one of the main issues
associated with relevance feedback is the small sample problem. This is because users
usually do not have the patience to label a large number of images. As a result, the
performance of RF methods is often constrained by insufficient training samples. So how
to find solutions to solve the small sample problem faced by relevance feedback is an
imperative task. Second, in much of the work on RF, the images for which the user is
asked to provide feedback at the next round are simply those that are currently considered
by the learner as potentially the most relevant. Also, in a few cases these images are
randomly selected. Thus how to understand the goals of the selection criterion in RF
and how it can be improved are of great importance. Third, another common drawback
of the existing relevance feedback is that they generally ignore the similarity function
defined for each available descriptor. In some RF approaches, the learning process is only
based on feature vectors, whilst others define specific distance functions for computing
the similarity between two images. In both cases, the overall effectiveness of the CBIR
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Table 3. A non-exhaustive taxonomy of relevance feedback algorithms

Sources Classifiers Image Datasets
Vasconcelos et al.[1] Bayesian RF BRODATZ/COLUMBIA Datasets
Wu et al.[4] Feature re-weighting RF COREL Dataset
Su et al.[5] Bayesian RF, PCA COREL Dataset
Liu et al.[9] QPM RF COREL Dataset
Kherfi et al.[10] RF OTHER Datasets
Jing et al.[11] RF, K-means COREL Dataset
Xu et al.[12] RF, PSO COREL Dataset
Su et al.[17] Bayesian RF COREL Dataset
Zhang et al.[20] BALAS COREL Dataset
Giacinto et al.[21] Bayesian RF COREL/MIT/UCI Datasets
Hsu et al.[24] Bayesian RF COREL Dataset
Duan et al.[25] Bayesian RF COREL Dataset
Ves et al.[26] Bayesian RF OTHER Datasets
Zhang et al.[27] BALAS COREL Dataset
Heller et al.[28] Bayesian model COREL Dataset
Wu et al.[29] Bayesian RF, Active learning COREL Dataset
Stejic et al.[34] GA-based RF, LSP COREL/OTHER Datasets
Zhang et al.[39] RF, SVM, MIL COREL Dataset
Kim et al.[43] RF, SVM COREL Dataset
Marakakis et al.[44] RF, GMM COREL/OTHER Datasets
Ferreira et al.[46] RF, GP, GMM COREL/FISH/MPEG7 Datasets

system may decrease if the similarity functions of the descriptors are not used. So how and
when to make use of the similarity functions appropriately is a worthy research direction.
Last but not the least, it is worth noting that the scaling of relevance feedback to very
large-scale image datasets is also an important issue to be studied.
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