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Abstract. Evolutionary Algorithm (EA) based ontology matching technologies are emerg-
ing as the most suitable approach for solving ontology matching problem. In this paper,
we introduce the basics of EA based ontology matching technology, and discuss the state-
of-the-art EA based ontology matching approach. EA based ontology matching is making
a measurable progress, though it is slowing down. In order to address this situation, we
presented four challenges for EA based ontology matching, accompanied for each of these
with an overview of the recent advances in the field and a discussion of the potentially
useful ways to approach the challenges under consideration. We believe that addressing
the outlined challenges should accelerate the progress of the EA based ontology matching
field and direct the corresponding research into the most promising tracks.
Keywords: Evolutionary Algorithm, Ontology matching, Ontology alignment

1. Introduction. Ontology is an explicit specification of a conceptualization [1], i.e. the
formal specification of the objects, concepts, and other entities that are presumed to ex-
ist in some area of interest and the relationships that hold them. Ontology is the main
component of Semantic Web [2], which is regarded as the solution to data heterogeneity
on the Semantic Web. However, different tasks or different points of view lead ontology
designers to produce different conceptualizations of the same domain of interest. The
subjectivity of the ontology modeling results in the creation of heterogeneous ontologies,
which is characterized by terminological and conceptual discrepancies. Examples of these
discrepancies are the use of different words to name the same concept, the use of the same
word to name different concepts, the creation of hierarchies for a specific domain region
with different levels of detail and so on. The arising so-called semantic heterogeneity
problem poses as a barrier to achieve the semantic collaboration on the ontology level
among various Semantic Web applications. Ontology matching is a ground solution to
the ontology heterogeneity problem, which is able to identify the correspondences between
semantically related entities of ontologies [3]. The increasing relevance of performing an
ontology alignment process in several domains of application such as knowledge man-
agement, information retrieval, medical diagnosis, e-Commerce, knowledge acquisition,
search engines, bioinformatics, the emerging Semantic Web and so on, have led to the
development of many diverse fully automatic or semi-automatic ontology matching tech-
nologies. See [4] for some contributions of the last decades and [5] for recent surveys.
However, despite the many matching technologies that have been developed so far, there
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is no integrated technology that is a clear success or robust enough to be the basis for
future development.

In general, ontology matching technology corresponds to finding an isomorphism be-
tween the sub-graphs [6]. Since modeling the two ontologies under alignment is a complex
(nonlinear problem with many local optimal solutions) and time-consuming task (large
scale problem), particularly when the considered ontologies are characterized by a sig-
nificant number of entities (resulting in large scale problem), approximate methods are
usually used for computing the correspondence. From this point of view, evolutionary
optimization methods could represent an efficient approach for addressing this problem.
Evolutionary Algorithm (EA) is an evolutionary based stochastic optimization algorithm,
which was proposed by John Holland [7]. It’s considered to be a flexible and robust tech-
nique, which can deal successfully with a wide range of difficult optimization problems
and they are generally good at finding acceptably good solutions to problems acceptably
quickly. Recently, among the existing ontology matching technologies, those based on
EA, are appearing as the most suitable methodology to face the ontology matching prob-
lem [8]. In general, EA based ontology matching technology can be classified into two
categories. First class solves the ontology meta-matching problem, which dedicates to
optimize ontology matching system’s parameters, e.g. weights and threshold, for aggre-
gating different ontology entity matchers’ matching results. While the second kind deals
with the ontology entity matching problem, which tends to directly determine the opti-
mal entity correspondence set with the given ontology entity matcher. In each category,
both single-objective and multi-objective EAs based approaches have been designed and
utilized to obtain high quality ontology alignments. In this paper, we discuss the main
trends in the EA based ontology matching domain, and overview the recent advances in
this field. This should direct research into the critical path and accelerate progress of EA
based ontology matching field.

The remainder of the paper is organized as follows: Section 2 presents the basic concepts
in EA based ontology matching domain; Section 3 and Section 4 respectively overview the
EA based technology for ontology meta-matching problem and ontology entity matching
problem; Section 5 shows four challenges in EA based ontology matching domain; and
finally, Section 6 draws the conclusions.

2. Preliminaries. Figure 1 shows an example of ontology matching, where two elec-
tronics ontologies O1 and O2 that respectively describe the same knowledge in different
ways. Here, we need to determine the semantically related candidates in O1 and O2, for
instance, the elements with labels Price in O1 and in O2 are candidates, while the element
with label Digital Cameras in O2 should be subsumed by the element with label Photo
and Cameras in O1.

2.1. Ontology, Ontology Matching Process and Ontology Alignment. For the
convenience of describing the work in EA based ontology matching domain, the ontology
can be defined as following:
Definition 1 [9]. An ontology is a 9-tuple O = (C,P, I, A,≤C ,≤P , φCP , φCI , φPI),
where:

• C is a nonempty set of classes,
• P is a nonempty set of properties,
• I is a set of instances (it can be empty),
• A is a set of axioms which should not be empty,
• ≤C is a partial order on C, called class hierarchy or taxonomy,
• ≤P is a partial order on P , called property hierarchy,
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Figure 1. An example of ontology matching.

• φCP : P → C × C is a function which associates a property p ∈ P with two linked
classes through the property p. We denote the domain by dom(p) := π1(φCP (p)) and
the range by ran(p) := π2(φCP (p)) where π1 and π2 are two functions obtaining the
domain class and range class respectively,
• φCI : C → P(I) is a function which associates a concept c ∈ C with a subset of I

representing the instances of the concept c,
• φPI : P → P(I2) is a function which associates a property p ∈ P with a subset

of cartesian product I × I representing the pair of instances related through the
property p.

In general, classes, properties and individuals are referred to as entities.
To solve the heterogeneity problem between ontologies, a so-called ontology matching

process is necessary. Formally, an alignment between two ontologies can be defined as
presented by Definition 2.
Definition 2 [10]. An alignment between two ontologies is a set of mapping elements. A
mapping element is a 5-tuple (id, e, e′, n, R),
where:

• id is a unique identifier for the mapping,
• e and e’ are the entities of the first and the second ontologies, respectively,
• n is a confidence measure in some mathematical structure (typically in the range

[0, 1]) holding for the correspondence between entities e and e′,
• R is a relation, e.g. equivalence, more general and disjointedness, of the correspon-

dence between entities e and e′.

In principle, all relations between entities in the given ontology language can be used as
the correspondence relation, and the interpretation of correspondences and alignments is
strongly case-dependent. However, in many cases, a correspondence between ontological
entities is always thought of expressing the “equivalent” or at least somewhat “similar”
entities. A common assumption is to regard a correspondence as equivalence axiom for
two corresponding entities. Furthermore, the ontology matching process can be defined
as follows:
Definition 3 [10]. The alignment process can be seen as a function Φ where given a pair
of ontologies O and O′, a partial (and optional) input alignment A, a set of parameters
p, a set of resources r, returns a new alignment A′:
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A′ = Φ (O,O′, A, p, r).

2.2. Alignment Evaluation. The alignment is normally assessed on the basis of two
measures commonly known as recall and precision [11]. Recall (or completeness) measures
the fraction of correct alignments found in comparison to the total number of correct ex-
isting alignments. Typically, recall is balanced against precision (or correctness), which
measures the fraction of found alignments that are actually correct. Given a reference
alignment R and some alignment A, recall and precision are given by the following for-
mulas:

recall =
|R

⋂
A|

|R|
(1)

precision =
|R

⋂
A|

|A|
(2)

In most instances, it requires considering both recall and presicion to compare alignments’
performance. The most common combining function is the f-measure which is defined as
follows:

f −measure =
recall · precision

α · recall + (1− α) · precision
(3)

where α is the relative weight of recall and precision which is in the range [0, 1]. When
α = 0 or 1, f-measure can be transformed into recall or precision; when α = 0.5, both
recall and precision have the same relative weight, f-measure computes their harmonic
mean.

3. Evolutionary Algorithm for Ontology Meta-matching Problem. Since differ-
ent ontology matching algorithms, which are also called ontology entity matchers, do not
necessarily find the same correct correspondences, usually several competing matchers
are applied to the same pair of entities in order to increase evidence towards a potential
match or mismatch [12]. How to select, combine and tune various ontology matchers
to obtain the high quality ontology alignment is one of the main challenges in ontology
matching domain. In addition, among different compositions, the parallel composition
of basic matchers, due to its ability of dynamically tuning the basic matchers to obtain
the high quality output, becomes the key breakthrough for obtaining first-rate matching
performance [13].

3.1. Ontology Entity Matcher and Aggregation Strategy. Ontology entity matcher
takes as input two ontologies O1 and O2 and output a |O1|×|O2| similarity matrix S, whose
element sij is the similarity score between ith entity in |O1| and jth entity in |O2. In gen-
eral, the basic ontology matchers can be divided into four categories, i.e. syntactic-based
matcher, linguistic-based matcher, structure-based matcher and instance-based similarity
matcher.

3.1.1. Syntactic-based Matcher. Syntactic-based matcher calculates the edit distance be-
tween two ontology entities. SMOA distance [14], which is the most performing measure
for the ontology alignment problem. Formally, given the labels of two entities w1 and w2,
the SMOA distance between them can be defined by the following equation:

SMOA(w1, w2) = c(w1, w2)− d(w1, w2) + winklerImprove(w1, w2) (4)

where c(w1, w2) stands for the commonality between w1 and w2, d(w1, w2) for the difference
and winklerImprove(w1, w2) for the improvement of the result proposed in [15].



An Overview on Evolutionary Algorithm based Ontology Matching 79

3.1.2. Linguistic-based Matcher. Linguistic-based matcher utilizes synonymy, hypernymy
and other linguistic relations to calculate the similarity score between ontology entities.
To this end, a lexicon and thesauri are needed, and the most popular one is WordNet [16]
which is an electronic lexical database where various senses of words are put together into
sets of synonyms. Given the labels of two entities w1 and w2,

LinguisticDistance(w1, w2) =

 1, if w1 and w2 are synonymous,
0.5, if w1 is the hypernym of w2 or vice versa,
0, otherwise

(5)

3.1.3. Structure-based Matcher. Structure-based matcher computes a similarity score be-
tween two ontological entities based on their ontology taxonomy hierarchy structure, and
the common intuition is that two distinct ontology entities are similar when their adjacent
entities are similar. The most popular structure-based matcher works based on the well
known Similarity Flooding (SF) algorithm [17], where an iterative fix-point computation
(see also the following equation) is utilized to produce an alignment between the elements
of two ontologies.

δi+1 = normalize(δi + f(δi)) (6)

where the function f increments the similarity of an element pair (δi+1) based on the
similarity of its neighbors, and the previous iterations value (δi) changes in each variation.

3.1.4. Instance-based Matcher. Instance-based matcher exploits the instances associated
to the entities to determine their similarity. One of the outstanding instance-based
matcher utilizes a soft TFIDF [18] to measure similarity between the instances, and then
propagate the instance similarities to the entities in the schema-level [19]. Particularly,
given two concepts c1 and c2 and their direct instance set S1 and S2, the similarity score
of c1 and c2 can be calculated by the following formulas:∑f

i=1 max
j=1···g

(sim(s1i, s2j)) +
∑g

j=1 max
i=1···f

(sim(s1i, s2j))

f + g
(7)

where:

• f and g are the cardinalities of S1 and S2,
• s1i is the ith instance of c1 and s2j is the jth property of c2,
• sim is the similarity function returns the similarity value of s1i and s2j which is

calculated by the soft TFIDF .

3.1.5. Aggregation Strategy. Since the application of a single ontology entity matcher is
often not enough to produce an acceptable output alignment, the common strategy is
to combine different matchers to compute a unique confidence value as an aggregated
similarity value. Obviously, the quality of the alignments is strongly dependent on the
selection of the appropriate aggregation strategy. However, the determination of the ade-
quate aggregation strategy is not an easy task, which is a complex process that normally
is achieved manually by an expert or by means of general approaches (e.g. maximum,
minimum, geometric mean, harmonic mean function, etc.), which are not appropriate to
provide optimal results for all alignment problems. Therefore, in this work, we choose the
weighted average strategy to aggregate different similarity measures into a single similarity
metric, and further utilize MA to automatically find the best manner of aggregating dif-
ferent similarity measures into a single similarity metric. In general, the weighted average
aggregation is defined in the following:
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φ (−→s (c) ,−→w ) =
n∑

i=1

wisi (c) (8)

where:

•
∑n

i=1wi = 1 and wi ∈ [0, 1],
• −→s (c) is the vector of similarity measure results,
• −→w is the vector of weights,
• n is the number of similarity measures.

3.2. Ontology Meta-Matching Problem. The ontology meta-matching problem is a
six-tuple (O1, O2, Aset, R,Wset, F ), where:

• O1 and O2 are the ontologies to align, Aset is the set of various alignments determined
by diverse basic ontology matchers beforehand, and R is the reference alignment
given by the domain experts;
• Wset is the set of all possible weight set which is used for aggregating various align-

ment;
• F : Wset → S ∈ [0, 1], S is objective function for evaluating the quality of a weight

set W ∈ Wset:

F (W ) = f(A), r(A)orp(A), A =

|Aset|∑
i=1

wiAi with wi ∈ W and Ai ∈ Aset (9)

where f, r, p : A → [0, 1] calculate the the f-measure, recall and precision of A
respectively.

According to the above definition, the single-objective and multi-objective optimal
model for the ontology meta-matching problem can be respectively defined as follows:

max f(X)
s.t. X = (x1, x2, · · · , xn)T

xi ∈ [0, 1], i = 1 · · ·n∑n
i=1 xi = 1

(10)


max F (X) = (r(X), p(X))
s.t. X = (x1, x2, · · · , xn)T

xi ∈ [0, 1], i = 1 · · ·n∑n
i=1 xi = 1

(11)

where n is the number of ontology entity matchers, xi, i = 1, 2, /cdots, n is the i-th ontol-
ogy entity matcher’s aggregating weights, and f , r and p are three functions calculating
the obtained alignment’s f-measure, recall and precision, respectively.

3.3. Single-objective Evolutionary Algorithm based Ontology Meta-matching.
EA usually represents the problem in the form of a bit vector, and then for each chro-
mosome, it evaluates the fitness using an appropriate fitness function suitable for the
problem. Based on this, the best chromosomes are selected into the mating pool, where
they undergo crossover and mutation thus giving a new set of solutions (offspring). The
first ontology matching system utilizes EA to solve Ontology Meta-matching problem is
GOAL (Genetics for Ontology ALignments) [20]. GOAL determines, through EA, the
optimal weight configuration for a weighted average aggregation of several basic ontol-
ogy matchers by optimizing one of these conformance measures: precision, recall and
f-measure. The same idea of combining multiple basic ontology matcher is also devel-
oped by Naya et al. [21]. Alexandru et al. try to optimize the combination of similarity
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measures by means of a genetic algorithm but, different from the previous works, they
focus on optimizing the whole ontology alignment process as a single unit, including the
threshold value in the chromosome [22].

The slow convergence and premature convergence are two main shortcomings of the clas-
sical EA for ontology meta-matching problem [23]. It makes EA incapable of effectively
searching the optimal solution for large scale and complex problems. To overcome this
problem, a newly emergent class of EA, named Memetic Algorithm (MA), is introduced
to efficiently face the problem of ontology meta-matching. MA is also a population-based
search method which combines EA (global search) and local refinements (local search).
This marriage between global search and local search allows keeping high population di-
versity via strong mutation (thus, reducing the possibility of the premature convergence)
and increasing the convergence speed via the local search (in fact, local search can greatly
improve the solution quality and thus make the solution approaches to optimal solution
more quickly). Acampora et al. first define an ontology alignment process based on MA
able to efficiently aggregate similarity measures without using a priori knowledge about
ontologies under alignment [23]. Through the statistical multiple comparison procedure,
MA based approach yields high performance in terms of alignment quality with respect
to top-performers of well-known Ontology Alignment Evaluation Initiative (OAEI) cam-
paigns. However, their proposal requires the human expert to provide the reference align-
ment, which is difficult to obtain especially when the ontology scale is large, to evaluate
various solutions. To overcome this drawback, Xue et al. propose to use a Partial Ref-
erence Alignment (PRA), i.e. a part of golden alignment given by the domain expert, to
evaluate the alignment’s quality [24]. On the basis of the PRA based quality measures, a
problem-specific MA are designed to tune the parameters of the meta-matching system.
Further, they dedicate to overcome three drawbacks of MA based ontology matching
technology: (1) is it is difficult to simultaneously deal with several pairs of ontologies, i.e.
finding a universal weight configuration that can be used for different ontology pairs with-
out adjustment; (2) a reference alignment between two ontologies to be aligned should
be given in advance which could be very expensive to obtain especially when the scale
of ontologies is considerably large; (3) simply using f-measure to measure the ontology
alignments quality may cause the bias improvement of the solution. In particular, they
propose to use both MatchFmeasure, a rough evaluation metric on no reference align-
ment to approximate f-measure, and Unanimous Improvement Ratio (UIR), a measure
that complements MatchFmeasure, in the process of optimizing the ontology alignments
by MA. The details of encoding mechanism, fitness function, evolutionary operators and
local search strategy please see also papers [24, 9].

3.4. Multi-objective Evolutionary Algorithm based Ontology Meta-matching.
Since a suitable computation of parameters could be better performed by evaluating the
right compromise among different objectives involved in the matching process, approaches
based on multi-objective EAs are emerging as an innovative and efficient methodology
to face the meta-matching problem [25]. Acampora et al. first propose to use one of
the most popular multi-objective “a posteriori” approach, the Non-dominated Sorting
Genetic Algorithm II(NSGA-II) [26], in order to perform an ontology meta-matching
process by tuning the appropriate values for ontology matching system’s parameters.
The application of NSGA-II allows to improve the semantic interoperability by finding
high quality solutions. Xue et al. also propose to utilize NSGA-II to determine various
non-dominated ontology matching system’s parameters in terms of recall and precision
[27]. Further, they propose a new ontology alignment quality measures which do not
require the experts to provide reference alignment [28], and on this basis, a novel optimal
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model is constructed for ontology meta-matching. In addition, Xue et al. try to use
the Multi-Objective Evolutionary Algorithm based on Decomposition (MOEA/D) [29]
to improve the performance of NSGA-II based ontology meta-matching technology [30].
They present the decomposition approach of the objective, the encoding mechanism, the
problem-specific evolutionary operators and the principle of selecting the representative
solutions for different decision makers. More recently, Acampora et al. compare six multi-
objective EAs’ performance [25], i.e. NSGA-II, SPEA2 [31], PESA-II [32], OMPPSO [33],
DENSEA [34], when solving the ontology meta-matching problem. They also construct
a novel optimal model using different ontology alignment measures, and evaluate the
considered algorithms by using three metrics: (1) hypervolume [35], which takes into
consideration the size of the dominated volume in the objective space; (2) ∆ index [26]
(distribution and spread PI), which is based on distance and includes information about
both spread and distribution; (3) coverage of two sets [35] (binary cardinality-based PI),
which is a binary one because it is computed by considering two fronts to be compared
one against the other.

4. Evolutionary Algorithm for Ontology Entity Matching Problem.

4.1. Ontology Entity Matching Problem. The ontology entity matching problem is
a five-tuple (O1, O2, A,R, F ), where:

• O1 and O2 are the ontologies to align, A is an ontology alignment determined by given
ontology matcher, and R is the reference alignment given by the domain experts;
• F : A→ [0, 1], where F calculate the the f-measure, recall or precision of A respec-

tively.

According to the above definition, the single-objective and multi-objective optimal
model for the ontology entity matching problem can be respectively defined as follows: max f(X)

s.t. X = (x1, x2, · · · , x|O1|)
T

xi ∈ {1, 2, · · · , |O2|}, i = 1, 2, · · · , |O1|
(12)

 max F (X) = (r(X), p(X))
s.t. X = (x1, x2, · · · , x|O1|)

T

xi ∈ {1, 2, · · · , |O2|}, i = 1, 2, · · · , |O1|
(13)

where |O1| and |O2| represent the cardinalities entity sets in two ontologies O1 and O2,
respectively, xi, i = 1, 2, · · · , |O1| represents the ith pair of correspondence, and functions
f , r and p calculate the obtained alignment’s f-measure, recall and precision, respectively.

Figure 2 gives an example of a fictitious alignment between the elements from two on-
tologies in a car domain (where each double-ended arrow connects a pair of corresponding
elements) and the chromosome representing this alignment. On this basis, various EAs
are designed to solve the ontology entity matching problem.

4.2. Single-objective Evolutionary Algorithm based Ontology Entity Match-
ing. The first ontology matching system utilizes EA to solve the ontology entity match-
ing problem is GAOM (Genetic Algorithm based Ontology Matching) [36]. GOAM
presents the EA based optimization procedure for ontology matching problem as a feature-
matching process. First, from a global view, GOAM regards two ontologies as two feature
sets, and employ EA to match them. Given a certain ontology alignment, GOAM defines
the fitness function as a global similarity measure function between two ontologies based
on feature sets. MapPSO [37], instead, addresses the ontology entity matching problem as
an optimization problem to be minimized through a computational intelligence technique,
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Figure 2. An example of ontology entity matching alignment between
ontologies O1 and O2 and its chromosome representation.

i.e., the discrete Particle Swarm Optimization (PSO) [38]. In detail, MapPSO exploits a
fitness function depending on the similarity values computed by performing a combination
of lexical, linguistic and structural matchers. Also MapPSO employs aggregation tech-
niques (minimum, weighted average aggregation, ordered weighted average aggregation)
whose weights are manually set.

In order to overcome the slow convergence and premature convergence of EA for on-
tology entity matching problem, Acampora et al. [39] first propose a MA to perform
an efficient matching process capable of computing a suboptimal alignment between two
ontologies. Their experimental results show that MA based approach is more suitable
for ontology entity matching problem than a classical EA based approaches. Alves et al.
argue that in scenarios where ontologies contain instances, the knowledge embedded in
these instances can be useful to improve the alignments. Therefore, the ontology elements
that may be considered for the alignment comprise its concepts, relations, or instances.
The matching approach proposed by Acampora et al. considered only the first two ele-
ments, and they extend it by also considering instances [40]. More recently, Xue et al. [6]
first design a MA based approach to solve ontology instance matching problem in Linked
Open Data (LOD) [41] which is a cornerstone in the realization of the Semantic Web
vision. Their approach works in a sequential stage, i.e. ontology instance matching is
carried out with the result of ontology concept matching. First, they respectively propose
a profile similarity measure and the rough evaluation metrics with the assumption that
the golden alignment for both ontology concept alignment and instance alignment are
one to one, i.e. one source ontlogy entity is mapped with one target ontology entity and
vice versa. Then, they construct new optimization models for ontology concept matching
problem and ontology instance matching problem, respectively, and design a problem-
specific MA to solve them. Furthermore, we give the details of the MA. They compare
their proposal with the state of the art ontology matching systems on OAEI benchmark
and real-world datasets, and the experimental results show that when dealing with ontol-
ogy entity matching problem, MA based ontology matching technology is more efficient
than other state of the art ontology matching systems.

4.3. Multi-objective Evolutionary Algorithm based Ontology Entity Matching.
Since the perfect ontology alignment is difficult to determine, various decision makers have
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different preferences on the sub-optimal ontology alignment’s quality. For example, some-
one prefers the alignment with higher precision, while others prefer the one with better
recall. Although there are urgent needs of providing different non-dominated alignments,
the study on multi-objective EA based technology for solving the ontology entity match-
ing problem is still in its infancy. The only open published literature on this topic is
that in 2015, Xue et al. propose a problem specific NSGA-II for multi-objective ontology
entity matching problem [19]. Particularly, they first determine the optimal instance cor-
respondences, and then through a similarity propagation algorithm which makes use of
various semantic relations, instance similarity values are propagated to other entities of
ontologies. The process of determining the ontology instance alignment and the propaga-
tion is integrated inside the NSGA-II. The experimental results show the effectiveness of
their approach with respect to the high precision values.

5. Challenges.

5.1. Large Scale Ontology Matching. For EA based ontology matching technology,
how to efficiently solve the large scale ontology matching problem is one of the major
challenges since the correct and complete identification of semantic correspondences are
difficult to achieve in the huge searching space. Most EA based technologies focus on
the improvement of ontology alignment quality, whereas the scalability problem has at-
tracted interest only recently. Although the existing EA based approaches are efficient
to solve small scale ontology matching problem, with the number of entities in ontology
increases, the search space of the algorithm becomes huge and their performance drop
dramatically. Therefore, for large scale ontology matching problem, how to reduce the
search space becomes critical to EA based ontology matching technology. Xue et al. [42]
propose a segmentation-based ontology matching approach to divide the large scale on-
tology into small ontology segments, where the term “segment” is referred to a fragment
of an ontology which stands alone on its right [43]. They dedicate to use the ontology
partition algorithm to transform the large scale ontology matching problem into several
ontology segment matching problems, which can be solved in parallel by EA. They further
applied this idea to solve the large scale ontology instance matching problem in LOD [6].
They utilize the ontology concept alignment to partition the large scale instance set into
small similar instance subsets, and EA based matching process is executed on them in
parallel. In addition, for solving the scalability issue, MapPSO [37] propose to use cloud
infrastructure’s ability to harness parallel computation resources, and on the basis of it,
the PSO based matching process is executed. Their deployment is done with a focus on
parallel efficiency, taking into account both communication latency and computational
inhomogeneity among parallel execution units. To conclude, the efficient ontology parti-
tion algorithm and parallel computation mechanism could be two critical technologies to
develop the EA based large scale ontology matching.

5.2. Matching Efficiency. However, for dynamic applications, it is necessary to per-
form the similarity measures combination and system self-tuning at run time, and thus,
beside quality (correctness and completeness) of the aligning results, the efficiency (exe-
cution time and main memory) of the aligning process is of prime importance especially
when a user cannot wait too long for the system to respond or when memory is limited.
In order to improve the efficiency of EA based approach, Xue et al. [27] argue that during
the process of optimizing the ontology alignment through EA, a large number of evalu-
ations are needed, and the function evaluations for the problem of optimizing ontology
alignment are time and memory consuming. In order to reduce the number of time and
memory consuming evaluations, they propose to introduce the metamodel, which could
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be understood as surrogate evaluation models that are built using existing information
[44], to approximate the objective function value using solutions that have already been
evaluated. As the core technology, metamodeling approach is helpful to considerably
improve the efficiency of solving process by using a large number of precise evaluations.
Their proposal is able to highly reduce the time and main memory consumption of the
tuning process while at the same time ensures the correctness and completeness of the
alignments. Further, since according to [45], if properly designed, a population-based
algorithm with a very small population size can efficiently solve large scale problems, Xue
et al. propose a compact EA to improve the efficiency of EA based ontology matching
process. Compact EA employs the search logic of population-based algorithms but do not
store and process an entire population, but on the contrary make use of a probabilistic
representation of the population in order to perform the optimization process [46]. Thus,
their compact EA based ontology matching technology can highly improve the efficiency
of the population-based EA approach. More recently, they propose a parallel version of
compact EA to further improve the efficiency of compact EA based ontology matching
technology [47]. In summary, the effective parallel and compact mechanisms are two main
technologies to improve the EA based ontology matching efficiency.

5.3. Ontology Alignment Evaluation. The ontology alignment evaluation direct the
evolutionary direction of EA, which is critical to the design of EA based ontology matching
technology. Although the classic alignment evaluation metrics, recall, precision and f-
measure can reflect the quality of the resulting alignment, they require that the perfect
matching result, i.e. the reference alignment, should be given in advance. However, this
perfect match result is generally unknown to difficult real-life match problems, especially
for large heterogeneous ontologies. To overcome this drawback, based on the observations
that the quality of an alignment is calculating by taking into account these two reasonable
observations: (1)the higher the average of the confidence values of the correspondences
and the better the alignment quality; (2)the higher the number of correspondences and
the better the alignment quality, Acampora et al. utilize two new alignment evaluation
metrics which are totally independent of reference alignment [23]. Xue et al. also propose
two alignment evaluation metrics, i.e. MatchCoverage and Frequency, to respectively
approximate recall and precision, without requiring the expert to provide the reference
alignment [28]. Further, they present two partial reference alignments based alignment
evaluation metrics, which require expert to provide a part of representative reference
alignment, to help the algorithm evaluate the solutions [24]. However, the above alignment
evaluation metrics works well on the condition that the reference alignment is one to one,
i.e. the entity of one ontology can correspond to only one entity of the other and every
entity of an ontology participates in a correspondence. Currently, there are no such
evaluation metrics are able to effectively approximate the quality of alignment in the
matching scenario that reference alignment is many to many.

5.4. User Involvement. Due to the complexity of the ontology matching process, on-
tology alignments generated by the EA based matching technologies should be validated
by the users to ensure their qualities [3]. The technology makes users and automatic
tools cooperate with each other to create high quality matchings in a reasonable amount
of time are referred to as semi-automatic ontology matching [48]. Since user is a rare
and valuable resource, we can not expect them to validate the whole alignment especially
in the context of large scale ontology matching [49]. Rather, how to minimize user in-
volvement, but at the same time, maximize user involvement’s value is one of the main
challenges in semi-automatic ontology matching domain [5]. To this end, a feasible way
of further improving the matching performance of EA based matching technology is to



86 X. Xue and J. S. Pan

get user involved into its evolutionary process and utilize user validation to improve the
solution’s quality in an iterative way. Particularly, EA could adaptively determine the
timing of getting user involved, determine the problematic entity correspondences for
user’s validation and propagate the validation to maximize the user involvement’s value.
In terms of this, an interactive EA could be taken into consideration to solve the ontology
matching problem. Although semi-automatic ontology matching is a hot research topic in
ontology matching domain, currently, there is only one semi-automatic EA based ontology
matching approach which is proposed by Xue et al. in 2014 [24].

6. Conclusion. EA based ontology matching technologies are emerging as the most suit-
able approach for solving ontology matching problem. In this paper, we introduce the
basics of EA based ontology matching technology, and discuss the state-of-the-art EA
based ontology matching approach. EA based ontology matching is making a measurable
progress, though it is slowing down. In order to address this situation, we presented
four challenges for EA based ontology matching, accompanied for each of these with an
overview of the recent advances in the field and a discussion of the potentially useful ways
to approach the challenges under consideration. We believe that addressing the outlined
challenges should accelerate the progress of the EA based ontology matching field.
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