
Journal of Information Hiding and Multimedia Signal Processing c©2017 ISSN 2073-4212

Ubiquitous International Volume 8, Number 5, September 2017

An Efficiently Adaptive Probability Estimation
Method in CABAC of HEVC Using Stochastic

Learning Weak Estimator

Hao Chen1, Tengye Su2, Ye Zhang3

1Department of Information Engineering
School of Electronics and Information Engineering

Harbin Institute of Technology, China
Corresponding Author: hit hao@hit.edu.cn

2Department of Electronic Information Engineering
School of Electronics and Information Engineering

Harbin Engineering University, China
3Department of Electrical and Communication Engineering

Harbin Institute of Technology, China

Received October, 2016; revised May, 2017

Abstract. In the coding process of Context-based Adaptive Binary Arithmetic Coding
(CABAC) in High Efficiency Video Coding (HEVC), the probability estimation with table
lookup is adopted to improve the speed of the estimation at the cost of the compression
efficiency. In order to improve the compression efficiency while maintaining the speed, an
efficiently adaptive probability estimation method based on the Stochastic Learning Weak
Estimator (SLWE) is proposed. Due to the strong adaptability of SLWE to non-stationary
data, a basic framework of probability estimation with SLWE is firstly established by
multiplication principle on the learning factor instead of look-up table operation. To
further enhance the compression efficiency, a new learning factor with the expression of
1-1/2w is designed benefiting from its adaptability to data characteristic and the form of
power of 2. Thus, the next estimation probability can be computed by simple operations
in place of multiplication, including binary shift of the current symbol’s probability and
addition or subtraction for the values resulting from the shift. Experimental results on
synthetic data and the standard test videos show that in comparison with CABAC, the
average PSNR is increased by 0.417 dB or the average bit rate is reduced by 2.11%.
Keywords: HEVC, CABAC, Probability estimation, SLWE, Learning factor.

1. Introduction. ADAPTIVE binary arithmetic encoding is used in most modern stan-
dards of video and image compression, such as H.264/AVC [1], HEVC [2], JPEG [3],
JPEG2000 [4], and Dirac [5]. The encoding performance of arithmetic encoding mainly
depends on the probability estimation model on the characteristics of actual sources. In
the case of CABAC, the probability estimation is required to constantly judge and to
look up tables to obtain the corresponding probability and interval data. As the data
in the table is the experience value before performing the experiment, when the tested
video sequence is changed, its probability estimation is likely to appear an error. There-
fore, it is necessary to improve the quality of compressed data as much as possible while
guaranteeing the speed of probability estimation.

In order to estimate the probability of the symbols to be encoded, many approaches have
been developed. For stationary data, traditional methods such as maximum likelihood
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[6] and Bayesian parameter estimation [7] are often used. The process of maximum
likelihood method is very simple. After encoding a symbol for once, the number of the
occurrence frequency of the corresponding symbol category is increased by one, and then
the category occurrence frequency and the total number of the encoded symbols are used
to estimate the probability. In the encoded symbols, the kinds of symbol which have the
large frequency, will acquire high occurrence probability in the next process. However, this
method is lack of sufficiency theoretical basis, tending to be reasonable by experiences.
Besides, Bayesian parameter estimation has a better theory basis, which assumes that
the estimated parameters have a prior distribution and it strengthens the possibility of a
possible distribution according to continuously observed values. Since the real distribution
of the parameters for stationary data is invariable with time, the Bayesian estimation will
converge to the real distribution with the probability of 100% with the increase of the
amount of the observed data. Namely, for stationary data, the classic Bayesian parameter
estimation method is effective.

Moreover, for non-stationary data, some methods including forgetting factor [8] and
sliding window [9] are applied. Sliding window method analyzes a specific buffer content
to estimate the probability distribution of the source for the current symbol to be encoded.
The buffer stores the encoded symbols and its number is W. When encoding a new symbol,
the contents of the buffer conducts a shift and then the new symbol is put into the buffer.
The symbol which enters the buffer first is deleted. Since most of the actual sources are
non-stationary, probability estimation of non-stationary data has received lots of research
attentions. To ensure the estimation precision, probability estimation needs to be easily
realized with low latency as input symbol’s characteristic varies.

In addition, low memory is also necessary in the process of probability estimation. Slid-
ing window [10] is a typical algorithm for encoding of non-stationary sources over limited
time intervals, whereas it demands much memory for the window and is not suitable for
practical application in video compression applications [11]. Some new methods based
on sliding window were suggested. Rivest, Leighton [12] and Ryabko [13] proposed an
algorithm of probability estimation using a randomized finite-state machine. It is known
as Imaginary Sliding Window (ISW). Feder and Meron [14] gave an extensive review of
estimation techniques using finite memory and suggested a method consisting of random-
ized finite-state machine replacement by time invariant deterministic finite-state machine
(TIDFS). Among some new methods derived from sliding window, virtual sliding window
(VSW) can estimate the probability using the number of symbols without the order of the
symbols in the window. Although VSW doesn’t require look-up tables, it still needs mul-
tiplication operation. Feder and Meron presented a method using randomized finite-state
machine replacement by time invariant deterministic finite-state machine.

In recent years, Learning Automata (LA) theory based weak estimation methods were
applied in the probability estimation for non-stationary data. One of the representatives
of the parameter estimation methods is Stochastic Learning Weak Estimator (SLWE).
Oommen and his collaborators [15] estimated the binomial and polynomial distributions
in non-stationary environments. In probability estimation [16], not only SLWE can save
the memory of window data cache in those window-based methods, it also has stronger
adaptability to the change of non-stationary data and is suitable for various types of data
[17].

Motivated by the SLWE technology, an efficiency adaptive probability estimation method
is proposed in CABAC of HEVC. We firstly set up a basic framework of probability esti-
mation for non-stationary data using multiplication principle on learning factor in SLWE
to replace the judgment and look-up operations in the original CABAC. In order to fur-
ther improve the estimation precision, the new expression with the power exponent of 2 is
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adopted as a substitute for learning factor, in this way an adaptive probability estimate
is proposed. Accordingly, probability update can be implemented by binary shifting of
the probability for the current symbol and addition or subtraction for the values resulting
from the shift. Thus, no multiplication operation is required in the process of probability
estimation and the storage space would be consequently reduced. This process can be
applied to the coding phase of the video compression standard HEVC, and under the
condition of keeping the speed, it can effectively improve the coding accuracy.

The rest of this paper is organized as follows. Section II reviews the probability estima-
tion in CABAC of the HEVC standard and SLWE-based probability estimation, and con-
ducts a comparative analysis of principle between SLWE and ISW. Section III introduces
the proposed high precision adaptive probability estimation including basic framework of
the SLWE-based probability estimation in CABAC of HEVC and its improvement using
variable and appropriate learning factor. Section IV evaluates the performance of the
proposed method on synthetic data and standard test video sequences, using these main
features including coding redundancy, computation complexity, precision of probability
estimation, speed of coding computation, and bit-rate savings. Experimental results show
that the proposed algorithm achieves a good rate control and produces an improvement
in rate distortion. Conclusions are drawn in Section V.

2. Basic description of Probability Estimation In CABAC and SLWE-BASED
Method.

2.1. The Probability Estimation in CABAC of HEVC. Let us consider a stationary
discrete memoryless binary source with p denoting the probability of ones. For a binary
sequencexN = {x1, x2, ..., xN} (where N is the length of this sequence), xt ∈ {0, 1} is
represented as

[
−log2P

(
xN
)

+ 1
]

bits of a numberQ
(
xN
)

+P
(
xN
)
/2, where ’t ’ denotes

the current time, P
(
xN
)

and Q
(
xN
)

are the probability and the cumulative probability

of the binary sequencexN , respectively xN can be obtained by the recurrent relations as
follows [18]: {

Q (xt) = Q (xt−1)
P (xt) = P (xt−1) (1− p)xt = 0 (1){

Q (xt) = Q (xt−1) + P (xt−1) (1− p)
P (xt) = P (xt−1) p

xt = 1 (2)

An integer implementation of the arithmetic encoder in CABAC of HEVC is based on
two registers, i.e., L and R (see Fig. 1, where T is the range occupied by the probability
p). The register L corresponds to Q

(
xN
)

and the register R corresponds to P
(
xN
)
. The

precision of the registers L and R grows with the increase of the length of this sequence. In
order to decrease the coding latency and to avoid the registers underflow, the renormaliza-
tion procedure [19] is used for the each output symbol. The original CABAC utilizes the
look-up table operation to perform probability estimation. Each time of updating proba-
bility needs to read data from tables for twice. When the symbols resulted from quantiza-
tion process flow into CABAC, the table ”TComCABACTables::sm aucLPSTable[64][4]”
is looked up to determine the initial interval and the initial probability. On the basis of
symbol belonging to MPS or LPS, the table ”ContextModel::m aucNextStateMPS[64]”
or ”ContextModel::m aucNextStateLPS[64]” is used to update MPS or LPS. If there are
several symbols to be encoded and the corresponding probabilities to be updated, the
tables are looked up for many times, and this leads to a long-time process of probability
estimation.
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Figure 1. xt encoding procedure

2.2. SLWE-based Probability Estimation Method. Suppose that xt ∈ {0, 1} is a
specific value of a binary sequence xN = {x1, x2, ..., xN} at time ”t”. Furthermore, xN

obeys Bernoulli distribution S. In order to estimate S, i.e., si for i =0, 1, we maintain a
running estimate P (t) = [p0 (t) , p1 (t)]T of S, where pi (t) is the estimate of si at time ”t”,
for i = 0, 1. Then, the value of p1 (t+ 1) is updated by:

p1(t+ 1) =

{
λp1(t)+ (1− λ) if xt=1

λp1(t) ifxt=0
(3)

whereλis a user-defined parameter, 0 ¡ λ ¡ 1. There are several theorems about this pro-
cess. The first theorem and its proof can be found in [16], which concerns the distribution
of the vector P (t) which estimates S as shown in equation (3). Let us state thatP (t)
converges in distribution. The mean of P (t) is shown to converge exactly to the mean
of S. The proof, which is a little involved, follows the types of proofs used in the area of
stochastic learning [17].

Theorem 2.1. Let X be a binomially distributed random variable, and P (t) be the esti-
mate of S at time ’t’, thusE [P (∞)] = S.

Theorem 2.2. Let X be a binomially distributed random variable governed by the distri-
bution S. If P (t+ 1) is the estimate of S at time ’t+1’, E [P (t)] obeys an ergodic Markov
chain whose steady state distribution converges to S.

Theorem 2.3. Let X be a binomially distributed random variable governed by the dis-
tribution S, and P (t) be the estimate of S at time ’t’ obtained by (3). Then, the rate of
convergence of P (t) to S is fully determined by λ.
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We now derive the explicit expression for the asymptotic variance of the SLWE. Small
value of λ leads to fast convergence and large variance, and vice versa.

Theorem 2.4. Let X be a binomially distributed random variable governed by the distri-
bution S, and P (t) be the estimate of S at time ’t’ obtained by (3). Then, the algebraic
expression for the variance of P (∞) is fully determined by λ.

2.3. Comparative Analysis of Principle between SLWE and ISW. Actually, SLWE
algorithm has a close relationship with the sliding window method. For sliding window
method, a buffer keeps W previously-encoded symbols, where W is the length of the
buffer. After encoding each symbol, the buffer’s content is shifted by one position. A new
symbol is then written into the free cell and the earliest symbol in the buffer is erased [18].
For the binary sources, the probability of ones p̂t is estimated by the Krichevsky-Trofimov
formula [20]

p̂t+1 =
st + 0.5

W + 1
(4)

where st is the number of ones in the window before encoding the symbol with the
index t. Let us assume that there is a binary source for Imaginary Sliding Window (ISW)
method. Define xt ∈ {0, 1} as the source input symbol with index t, and yt ∈ {0, 1} as
a symbol deleted from the window after adding xt. Suppose that each time instant a
symbol in a random position is erased from the window in the ISW method instead of
the last one from the window. The following probability estimation rule of ISW can be
obtained:

pt+1 =

(
1− 1

W

)
pt +

1

W
xt (5)

If we assume thatλ = 1− 1
W

, equation (6) can be translated into:

p1(t+ 1) = λp1(t)+ (1− λ) xt xt ∈ {0, 1} (6)

It can be seen that equation (7) is equivalent to the equation (3). Though derivation
thoughts of sliding window and SLWE are different. However, the expressions to perform
the probability estimation have the same forms in mathematics.

3. Implementation Of The Fast Adaptive Probability Estimation. SLWE-based
probability estimation doesn’t need to look-up table in the process of the probability
estimation for CABAC, which will maintain the time of the arithmetic coding. But it still
needs multiplication operation, which leads to the decrease of the coding accuracy and
also occupies lots of computing time. Therefore, we use the binary operation to replace the
multiplication operation and then propose an adjustment method (i.e., update principle)
of. Specifically, we provide the implementation of binary arithmetic coder based on SLWE
probability estimation method in part A and the improved SLWE probability estimation
method based on adaptive in part B.

3.1. Basic framework of SLWE-based Probability Estimation in CABAC of
HEVC. For state machine based probability estimation in the M-coder [21] of CABAC
in the HEVC standard, the input symbols are grouped into two types, i.e., Most Probable
Symbols (MPS) and Least Probable Symbols (LPS). The state machine contains 64 states.
Each state s defines the probability estimation for LPS. Accordingly, probability values

{p̂0, p̂1, ..., p̂63}
are computed by:
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{
p̂s = αp̂s−1

α =
(
p̂min

0.5

) 1
63

(7)

where s = 1,...,63, p̂0 = 0.5 and p̂min = 0.01875
Probability estimation for symbol is defined as:

p̂t+1 =

{
αp̂t + (1− α) , if xt = LPS

max {αp̂t, p̂min} , if xt = MPS
(8)

If we defineα = λ =
(
p̂min

0.5

) 1
63 , then it can be seen that the probability estimation

equation (9) is based on equation (3) and the two equations have a similar form. Then if
we state that the input symbol xt=1 is the MPS and

xt=0

is the LPS, the SLWE-based probability estimation for symbol can be defined as:

pt+1 =

{
λpt + (1− λ) , if xt = LPS

max {λpt, pmin} , if xt = MPS
(9)

where λ =
(
pmin

0.5

) 1
63 , and according to the binary symbols resulted from quantization,

pmin is obtained corresponding value from the table of the initial probability. In the
implementation, the interval is expressed in integer data. When the coder updates the
range of the encoded symbols, the interval size of the updated symbol, i.e., T, may be
less than 1, which may lead to the problem that the leakage of the encoded symbol in the
update process. Therefore, we define that if

T = R× p < 1 (10)

T = 1 (11)

where register R satisfies the following inequality:

2b−2 ≤ R < 2b−1 (12)

In the set of b = 10, the encoding procedure is shown in Fig.2.
Compared with M-coder, the arithmetic coder using SLWE-based probability estima-

tion requires less memory space and no look-up table, but the initial value of λ based
on the different initial probability value. Hence, it is suitable for practical application in
video compression applications. Nevertheless, multiplication operation is inevitable in the
process of probability estimation withλ. This is not efficient, especially for a hardware
implementation [18].

3.2. Improved SLWE based Probability Estimation. In order to eliminate the
multiplication operation in SLWE-based probability estimation, we design the new ex-
pression with the power exponent of 2 as the learning factor, aiming at full use of binary
shift operation in the process of the probability estimation. According to the Part A of
Section III, the probability pt shows the probability of MPS at ’t’ time. Suppose xt=1 for
MPS. Derived from the equation (7), the following equation can be obtained:

pt+1 = λpt+ (1− λ) xt (13)

If we define λ = 1− 1
2w

, and multiply both sides of the equation (14) by 2w, we achieve:
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Figure 2. Flow of Probability estimation based on SLWE

2wpt+1 =

(
1− 1

2w

)
2wpt+xt (14)

Assume thatst = 2wpt, i.e.,pt = st
2w

, we can sequentially obtain the equation as follow:

st+1 =

{
st − 1

2w
st + 1 xt = 1

st − 1
2w
st xt = 0

(15)

Based on the above calculation process, we can see that st update is equivalent to prob-
ability pt update. In other words, the update process of st denotes the update process of
the probability pt. Moreover, s0can be obtained when p0 is known according to st = 2wpt.
Thus, multiplication operation with λ in the probability estimation process described in
equation (14) is replaced by division operation with 2w in equation (16). It is worth noting
that division operation by 2w can be conveniently implemented by binary right shifting
operation. Accordingly, the estimated probability can be computed by simple operations,
including binary shifting, addition and subtraction.

The flow of the aforementioned probability estimation method is demonstrated in Fig.3.
It can be seen that the range occupied by the probability pt, i.e., T, can be obtained by
T = R × pt, and then T = R × st

2w
. In the process of probability estimation, neither

look-up table nor multiplication operation is required.
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Figure 3. Flow of Probability estimation based on the improved SLWE

Furthermore, in order to enhance the precision of the probability estimation, it is nec-
essary to adjust λ based on the characteristics of input symbols instead of fixed λ. In a
simple yet effective way, we adaptively update w according to the number of input symbol.
Specifically, the update process of λ = 1 − 1

2w
is shown in Fig.4, where symbol number

represents the number of encoded symbols, and w denotes the variable in the expression
ofλ = 1− 1

2w
.

When the symbol number reaches a certain number, e.g. 3, 12, 24, w adds 1. Accordingly,λ
varies with the change of w. The symbol number returns to zero as soon as it has risen
to 64, meanwhile, w will also return to the minimum value. This adaptive process will
ensure the best λ with the change of the encoded symbols and the precision of probability
estimation.

4. Experiments and Analysis. In order to analyze the performance of the proposed
methods, experiments are respectively carried out on synthetic data and standard test
video sequences. Using the known characteristics of the synthetic data as the reference,
coding redundancy, computation complexity and precision of probability estimation of the
proposed method are evaluated in Part A. Furthermore, the practical coding efficiency is
evaluated on the standard test video sequences in Part B.

4.1. Experiments on synthetic data. Experiments on synthetic data In common
cases, the data to be encoded is non-stationary. For the different stages of data, there is
a different optimal λ value to achieve the best probability estimation and coding results.
Therefore, it is very important to choose an appropriate λ = 1− 1

2w
on different stages of

data to be encoded.
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Figure 4. Update process of λ

Suppose a stationary binary memory-less source with probability of ones p. The coding
redundancy r (p) [18] caused by the probability estimation precision can be defined as
follow:

r (p) =
∑
i

(− (1− p)× log2 (1− p̂i)− p× log2p̂i)− h (p) (16)

where p̂i is a probability estimation value for each stage of the data in the whole coding
process, and h (p) is the entropy of the source with probability of onesp.

In fact, a coding redundancy also depends on the number of bits for representation of
registers L and R. According to the paper [22], the coding redundancy is estimated by
the following equation:

r (p) = lim
N→∞

(
B

N

)
− h (p) (17)

where N denotes the number of input binary symbols and B is the size of the compressed
bit stream.

According to equation (18), coding redundancy results for the original CABAC and
the proposed method are listed in Table I. For both cases, we define the values b = 10
andN = 108.

It can be seen that the coding redundancy for the proposed method depends on the
λ, in other words, a larger λ leads to a less redundancy. Compared with the original
CABAC, the proposed method exhibits a higher redundancy with λ = 1− 1

23
and a lower

redundancy with λ = 1− 1
29

for the most cases. Forλ = 1− 1
26

, it has a higher redundancy
for the low probabilities and a lower redundancy for the high probabilities of ones. Thus,
the coding redundancy tends to be lower with the increase of λ.

Computational Complexity Analysis
As shown in Fig.1, Fig.2 and Fig.3, the number of operations in the interval division

part of an arithmetic coder is directly proportional to the number of input binary symbols.
On the other hand, the number of the used re-normalization is proportional to the number
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Table 1. Coding redundancy r (p) for the original CABAC and the pro-
posed method

of bits in the output bit stream. Define N as the number of the input binary symbols, R
as the size of the output bit stream. The complexity per input symbol (denoted as C) for
the proposed method can be formulated as the following equation [23]:

C =
αN + βR

N
(18)

where α denotes the computation complexity of the interval division part per input
binary symbol and β represents the computation complexity of the renormalization part
per output binary symbol. For arithmetic coder, the output bit stream size is:

R = N × (h (p) + r (p)) (19)

Therefore, the complexity per input symbol is a linear function of the source entropy
and coding redundancy which can be described as:

C (p) = α + β (h (p) + r (p)) (20)

According to equation (21), it can be seen that the complexity C (p) is low for zero-
entropy source (i.e. h (p) = 0). When h (p) is zero and r (p) is invariable and very small,
the impact of R on C (p) is negligible. As the complexity of the interval division part
per input binary symbol, the complexity C (p) is mainly determined by α. In addition, β
imposes greater impact with the increase of h (p) as β is the computation complexity of the
re-normalization part per output binary symbol. For the invariable r (p), the complexity
also reaches the maximum when h (p) = 1. From equation (21), if except for the coding
redundancy r (p) each other parameter remains unchanged, the coding scheme will have
a high complexity with a high coding redundancy.

Table II presents the complexity C (p) for the original CABAC and the proposed
method. According to the papers [24] and [25], we measure the complexity in terms
of CPU cycles. In the case of the each stated probability, we generated N = 108 input
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Table 2. CPU cycles pre symbol of processor for the original CABAC and
the proposed method

binary symbols. The CPU cycles of Processor Intel Core i3M 2.1 GHz are measured by
the Average CPU Cycles software [26].

According to Table II, we can observe that the complexity for the proposed method
depends on the learning factor λ (λ = 1− 1

2w
) which determines different coding redundan-

cies. Larger learning factor λ provides less redundancy and less complexity as shown in
equation (21). Besides, the proposed method has up to 12.9% less computation complex-
ity for the almost zero probability. For the rest of probabilities, the complexity difference
ranges from 0.5% to 4.0%. It implies that compared with the original CABAC the coder
using the proposed method has comparable computation complexity in these cases.

Analysis for Precision of Probability Estimation
Taking the known probabilities distribution of the given synthetic data into considera-

tion, we can obtain the estimated probabilities by the proposed method and compute the
probability estimation precision by

preci = 1-|p− p̂
p
| × 100 (21)

where p denotes the real probability of ones, p̂ is the estimated probability of ones and
preci represents the probability estimation precision.

Table III provides the probability estimation precision for the original CABAC and the
proposed method. When the real probability of ones is zero, the estimated probability
values are same as the true probability values. Meanwhile, when real probability is set to
other values, the estimated probability values are closer to the real probability value with
the growing of λ. Specifically, the probability estimation precision ranges from 94.5% to
97.5%.

4.2. Experiments on standard test video sequence. To obtain practical results, the
proposed method was embedded into HM 3.0 [27] as the reference software of the HEVC
standard. HM codec was running with the low-delay configuration.

According to the reference [18], the initial state for each binary context is defined as:
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Table 3. Probability estimation precision of the original CABAC and the
proposed method

s0 = max

{
0.5− 1

2w
, [2wp̂0 + 0.5]

}
(22)

where p̂0 is the initial probability predefined in the standard. When the coder initialized,
the corresponding initialization probability is given by the standard according to the
different state of the binary data resulting from the quantization.

In the experiments, the results of quantization are input as the non-stationary source.
With the different quantization parameter (QP), the experiments are carried on standard
test video sequence in terms of computation speed. The original CABAC and the proposed
methods generated identical reconstructed video for variable QPs.

Practical results are obtained for the first 60 frames of the standard test video se-
quences [28] [29] with different frame resolutions, including 832×480 (”BasketballDrill”),
(”PartyScene”), (”BQMall”), 416×240 (”RaceHorses”), (”BasketballPass”).

Using different QPs, Fig.5 demonstrates that the average computation time for all the
standard test video sequences. There is negligible impact on encoding time. TABLE III
shows the value of computation time as the following equation:

TI =
Tp− To
Tp

× 100 (23)

where Tp and To denote the encoding times of the proposed method and the original
CABAC and TI is the values increased slightly comparison the proposed method and the
original CABAC.

The encoding results of the proposed method are compared with the original CABAC.
To compare the performance of the two approaches, two criteria are utilised: average
PSNR difference (Bjntegaard Delta PSNR; in decibels) and average bit rate difference
(Bjntegaard Delta BR; as a percentage), as defined in [30-31]. TABLE IV shows the
simulation results of the original CABAC and the proposed method for seven standard test
video sequences and QP values ranging from 24 to 40. The GOP size for the hierarchical
B-frame structure was set to 8. TABLE IV shows the overall average results of BDPSNR
= 0.4176dB and BDBR = -2.11%. This indicates that (1) with the same bit rate, the
proposed scheme increases the average PSNR by 0.4176dB, and (2) with the same video
quality, the proposed algorithm produces a bit rate saving of 2.11% compared with the
original CABAC. In general, the PSNR of each of the four sequences is increased at
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Figure 5. Comparison of the average computation speed (in sec) between
original CABAC and the proposed method in CABAC of HEVC standard

Table 4. Computation speed performance compared to original CABAC
for HEVC standard in case of SLWE
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Table 5. Rate distortion performance compared to original CABAC for
HEVC standard in case of SLWE

all ranges of target bit rate. Therefore, it improves the coding quality and the coding
efficiency and this is true regardless of target bit rate.

5. Conclusion. An efficiency adaptive probability estimation method was presented by
improved SLWE without multiplication and look-up table. Accordingly, it provides a
simple mechanism to achieve the tradeoff between the speed of probability adaption and
the compression efficiency and quality of compressed data with the new expression of
learning factor and update method. Meanwhile, the proposed method does not require any
changes in the context-modeling and can be easily embedded into any compression scheme
using binary arithmetic coding. It allows a reduction in memory space in software and
hardware implementations. Future work will focus on the improvement of the precision
of probability estimation and the practicability in screen content video coding.
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