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Abstract. We evaluated the effect of frame synchronization on the detection accuracy
of embedded data using audio data hiding. We investigated a simple frame synchro-
nization signal which is added to the host audio signal. The synchronization signal was
generated by using an M-sequence for the phase, and shaping its magnitude relative to
the host signal spectrum. Frame synchronization at the detector was achieved using the
cross-correlation function with the same M-sequence used to generate the synchronization
signal, and detecting the peak of this function. This synchronization signal was added
to a spread-spectrum watermarked audio signal. This signal was then transmitted over
an analog channel, by connecting the analog signal from the digital to analog converter
to the analog to digital converter by an electrical cable, and also by playing the analog
signal through a loudspeaker and recording this signal using a microphone. The addition
of the synchronization signal allowed the frame position to be mostly recovered at the
decoder, and enabled the detection of the watermark through analog channels at accept-
able accuracy. The frame synchronization rate was also shown to strongly influence the
watermark bit error rate (BER).

Keywords: Audio watermark, frame synchronization, M-sequence, Cross-correlation
function, Analog aerial transmission

1. Introduction. Watermarking methods for audio signals have been studied for some
time now. Initially, these audio watermarks were intended to be used to control the illegal
distribution of copyrighted material. However, some of the recent proposed methods are
intended to be used to hide supplementary data into audio which will add value to the
digital audio content. For example, Ito et al. [1] attempted to hide supplementary data
that will potentially improve the quality of the high frequency band that is estimated from
the low frequency band signal of a narrowband audio signal, i.e., bandwidth extension
of a narrowband signal. They attempted to achieve this by hiding Line Spectrum Pair
(LSP) coefficients that accurately describes the spectrum envelope of the high frequency
band into the narrowband signal. The extracted LSP coefficients were then used to shape
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the spectrum envelope of the high frequency band signal created by bandwidth extension
from the received narrowband signal to improve the audio quality.

Aoki [2, 3] also attempted to hide data that will facilitate concealment of lost audio
segments in packet audio. His proposal hides the pitch and gain variation pattern of audio
in the previous packet. If the previous packet is lost, these patterns are recovered from the
current packet, and are used to compensate the pitch and gain variation of the recreated
signal by repeating a pitch interval in the packet preceding the lost packet, potentially
improving the audio quality of the recreated signal.

These two examples obviously do not assume that the data-hidden audio signal will
be transmitted over an analog channel. Thus, detection of hidden data from analog
transmitted signal is apparently not considered in their methods.

However, there are examples where the data-hidden signal is assumed to be transmitted
over some analog channels, and the detection of hidden data is attempted on this signal.
For example, Matsuoka et al. [4, 5] attempted to hide the URL of the web site of the
artist of the host musical signal. One of their goals is to implement their method on a
smartphone, and have the user record a portion of the music that they may be interested
in, being played out from a loudspeaker. This will trigger a web browser which will show
promotional information about this piece of music, such as artist or album information.

There are also existing products which attempt to extract data from audio being played
out from digital signages. Dai Nippon Printing Co. (DNP) is marketing QUick and Easy
Media Access (QUEMA) [6] which is implemented on a smartphone, and can extract
data from audio being played out from digital signages. Digimarc Corp. also is marketing
the Digimarc Discover Platform [7], which is a multimedia platform that can extract
hidden information from video, audio and images. This again is implemented on multiple
platforms, including smartphones, and can be used to extract data from cameras and
microphones on the smartphones.

Nishimura also attempted to embed the lyrics of a Karaoke song using data hiding
[8]. The lyrics can then be decoded and displayed on a mobile terminal located near the
singer by continuously recording the Karaoke being played out from the loudspeaker, at
the exact timing of the song when the lyrics should be sung.

The detection of hidden data from a watermarked audio signal that go through analog
channels may be a challenge for a number of reasons. Various types of noise may be added
during the analog transmission. Non-linear distortion can also be added to the signal due
to the analog circuitry associated with the A/D and the D/A conversion. Timing skews
also may be added due to unstable clock signals. Since most watermarks embed data in
frames, maintaining frame position at the detector is essential, and may lead to a large
number of errors in the detected watermark if not recovered accurately. However the
framing within the host signal is lost due to analog conversion, and the frame position
must be recovered at the detector.

Ono has attempted to embed the frame position by adding an M-sequence with spectral
shaping to match the spectrum of the host signal [9]. This is similar to the method that
we will propose and evaluate in this paper. However, Ono seems to have not evaluated
its performance when the embedded signal is transmitted over analog channels, which is
the focus of this paper.

So far, there have been very few efforts reported on the investigation of the effect of
analog transmission on embedded watermarks. For example, Hiratsuka et al. investigated
the addition of synchronization codes to the host signal for frame alignment of a patchwork
watermark [10]. They evaluated the synchronization accuracy with analog loop back
(ALB), but not aerial transmission (AT). Karnjana et al. have recently evaluated the
effectiveness of synchronization codes embedded in the LSBs of the host signal, and also
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addition of random synchronization patterns [11, 12]. However, they have not evaluated
their methods in analog channels. Xiang proposed a synchronization signal robust to D/A
and A/D conversions, in which pseudo-random code is embedded into the low frequency
subbands of Wavelet coefficients [13]. However, this method has not been evaluated for
robustness to aerial transmission.

In this paper, we investigate a simple frame position recovery method which adds
random synchronization pattern in the phase of the host signal. We study the effectiveness
of this method by trying to recover the frame position from received signals after analog
transmission, including AT. We also study the effect of frame position recovery on the
BER of the recovered watermark data.

This paper is organized as follows. The next section will describe the frame synchro-
nization method investigated in this paper. This will be followed by the evaluation of
robustness to analog channels, including aerial transmission, and its results. Finally, the
conclusion and issues will be given.

2. Frame Synchronization for Audio Data Hiding. In this paper, we investigate
a frame synchronization method for audio watermarks based on additive M-sequence
synchronization pattern. As shown in Fig. 1, a synchronization signal is added to the
host signal. The phase of the additive signal is the M-sequence pattern, while the envelope
of the signal is shaped according to the host signal, thereby improving the imperceptibility
of the added signal.

The recovery process of the frame position is depicted in Fig. 2. The received signal
with unknown frame position is split into interim frame positions with a fixed frame
length, which we assume is known here. Then, the cross-correlation between these frame
signals and the same M-sequence added in Fig. 1 is calculated. This cross-correlation is
averaged over multiple frames, smoothed to remove variations due to noise signals, and
the peak position is picked from this signal to detect the frame starting position.
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2.1. Cross-correlation functions for frame synchronization. The cross-correlation
function, gxy(τ), between the received signal, x′(t), and the M-sequence for synchroniza-
tion, y(t), can be defined as follows:

gxy(τ) =

∫
x′(t)y(t+ τ) dt (1)

where τ is the lag time.
The Fourier Transform of the above function gives the cross-power spectrum between x′

and y, Gxy(ω). The Generalized Cross-Correlation Function (GCCF) can then be defined
as follows:

Rxy =

∫
Ψ(ω)Gxy(ω)eiωt dω (2)

where Ψ(ω) is the generalized weighting function.
The weighting function needs to be selected appropriately so that the peaks indicating

the correct frame position within the interim frames will become apparent. The following
weighting functions were compared.

(1) Cross-power Spectrum Phase (CSP)
The CSP method has been commonly used to detect the sound source direction from

the cross-correlation function. The weighting function for this method can be defined as
follows:

Ψ(ω) =
1

|Gxy(ω)|
(3)

Since this method normalizes the cross-correlation function with its magnitude, the
resultant GCCF mainly reflects the mutual phase between the two signals.

(2) Smoothed Coherence Transform (SCOT)
The SCOT method uses the coherence function, and is also a commonly used method

for sound source direction estimation. The weights used for the SCOT method is as
follows:

Ψ(ω) =
1√

Gxx(ω)Gyy(ω)
(4)

This method can also be regarded as whitening of the cross-correlation function. Since
the correlation is normalized using the power spectrum of the two signals, we can expect
the resultant function to be able to detect the out-of-phase components between the
signals even under low SNR conditions.

(3) No weighting
For comparison with CSP and SCOT, we also included using the cross-correlation

function with no weighting, i.e.,

Ψ(ω) = 1 (5)

We used 70 clips from the SQAM database published by the European Broadcasting
Union (EBU) [14] to compare the above weighting functions for the GCCF. All clips were
re-sampled at 16 kHz, 16 bits per sample, with a single channel (i.e., monaural). We
selected 10 s non-silence portions from each clip. The synchronization pattern used here
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Figure 3. Comparison of GCCF Weighting for Frame Synchronization Recovery

was an M-sequence with a length of 2047 bits, and the frame length was set to 1 s (16,000
samples).

The synchronization-embedded signal was converted to analog, and fed back to the
D/A circuitry as an electrical signal to be re-digitized. We also added white noise to
this re-digitized signal at various SNR levels to emulate the additive noise during analog
transmission. The frame synchronization recovery was attempted on this signal from the
GCCF with the three weighting functions described above. Fig. 3 shows the SNR vs.
frame synchronization recovery rate for the three weighting functions.

As can be seen in this figure, the CSP shows the highest recovery rate over all SNR
levels tested. The SCOT method, which was expected to perform well with poor SNR
signals, showed a low recovery rate over all SNR range. On the other hand, using no
weights showed a comparable recovery rate with the CSP method, except when the SNR
was relatively high. CSP seems to show better recovery rate than no weighting at higher
SNR because when the noise level is low, the weighting function suppresses the frequency
component of the host signal, enabling the extraction of the synchronization signal in
the phase more stable, while at lower SNR, where additive noise becomes dominant, the
weighting does not make a difference. From these results, we will be using CSP in all
further evaluation.

2.2. Smoothing of cross-correlation functions. The GCCF estimated as stated above
still contains additive noise and host signal components that result in false peaks in the
function. Thus, we attempt to mitigate the effect of these false peaks by smoothing the
GCCF. Since the additive noise seems to result in non-biased white noise-like charac-
teristics in the resultant GCCF, we can expect simple averaging to reduce the effect of
this noise. From preliminary experiments, we found that the Weighted Moving Average
(WMA), which applies a linearly decreasing weight on forward and backward neighboring
samples gives best results. We empirically found that using two samples in both the for-
ward and backward direction as shown in the following formula gives a reasonable amount
of smoothing.

ŝi =
si−2 + 3si−1 + 5si + 3si+1 + si+2

13
(6)
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where si is the raw GCCF at lag time instance i, and ŝi is the smoothed GCCF.

3. Evaluation of Frame Synchronization for Analog Transmission. We evaluated
the effect of frame synchronization on the detection of data embedded using audio data
hiding technology in analog transmission. We evaluated the effect in both the analog
loopback (ALB), which does not include aerial transmission, and aerial transmission (AT)
of analog signals. The frame synchronization rate with the synchronization method, and
also the BER of the detected watermark which is embedded simultaneously with the
synchronization signal was evaluated.

3.1. Experimental conditions. The audio sources used here were 70 clips (tracks 1
through 70) from the SQAM database [14] published by the EBU, from which initial 10 s
non-silent portions were selected. All samples were re-sampled at 16 kHz, 16 bits per
sample, monaural.

The synchronization pattern used was the M-sequence with a length of 2047 bits. The
frame length was 1 s, and the phase components of the first 2047 samples were set to a
scaled value of this M-sequence, while the remaining samples were set to 0. The spectrum
envelope of the host signal was used as the spectrum envelope of this synchronization
signal as well. Then, this spectrum is converted into the time domain, and added to the
host signal. The scale factor was set empirically to 0.08 to maintain the inaudibility of the
synchronization signal. The average Objective Difference Grade (ODG) estimated using
the Perceptual Evaluation of Audio Quality (PEAQ), ITU standard ITU-R BS.1387 [15],
over 20 randomly selected samples out of the 70 clips, was −1.92. This level of ODG is
in the subjective category of “slightly annoying”.

At the receiving end, we computed the GCCF with CSP weighting, smoothed this with
WMA, and detected the peak in the resulting function to identify the frame position
within the interim frame.

We also embedded watermarks to this synchronization signal embedded audio using the
classical direct spread spectrum (DSS) method [16], attempted to recover the frame posi-
tion, and evaluated the BER of the detected watermark. DSS watermarking was selected
since this method is one of the methods known to be prone to frame mis-synchronization
[17, 18]. An M-sequence with a length of 4095 bits was used as the spread code for DSS,
with a chip rate of 10, and the generated DSS signal was added to the host signal after
scaling. The scaling factor again was set to 0.08 empirically, optimized for its effect on
audio quality.

The experimental set up for the ALB experimentation is shown in Fig. 4. The synchro-
nization signal and watermark embedded audio signal is converted to analog using the
D/A converter on the PC sound card, played out from the line-out plug, fed back to the
line-in plug using an audio cable, and re-converted to digital signal using the A/D con-
verter on the same card. Thus, no electrical-acoustic conversion is applied. White noise
was added at various SNR to the re-digitized signal to emulate additive environmental
noise. The noise level was adjusted so that the SNR would range from 0 to 50 dB in 5 dB
intervals.

Fig. 5 shows the experimental setup for the aerial transmission experimentation. In
this experiment, the analog signal is actually played out from the loudspeaker, recorded
with a microphone placed 10 cm from the loudspeaker, and re-digitized. Thus, the analog
electrical signal is converted to an audio signal and vice-versa. The rest of the setup is
the same as the ALB setup. The audio source used in this experiment was the female
sentence speech from the SQAM database [14]. A 10 s non-silent interval was selected
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from this clip. The D/A and the A/D sampling rate was 44.1 kHz, 16 bits per sample,
monaural.

3.2. Results and discussions.

3.2.1. Robustness to analog loopback. Fig. 6 shows the frame recovery rate for ALB vs.
SNR of the received signal with additive white noise. We define the frame synchronization
recovery rate as the ratio of the number of sources for which the frame position was
detected within ±10 samples from the “true” frame position vs. the total number of tested
sources. A tolerance of ±10 samples were allowed here since this level of synchronization
error was shown not to decrease the watermark BER significantly through preliminary
experiments, and also because many of the detected frame positions were just a few
samples from the “true” positions. As can be seen, with ALB, the frame position can
be recovered for close to 100% of the time if the SNR is above 20 dB, while this rate
gradually decreases as SNR becomes lower, eventually to about 65% at SNR 0 dB.

Fig. 7 compares the detected watermark BER, with and without synchronization.
For detection without synchronization, we simply took the first recorded sample as the
first sample in the frame, up until the length of the frame, processed this as the first
frame, and so on. The BER is about 50% without synchronization, which basically
means that virtually no watermark can be recovered. With synchronization, however,
the BER becomes lower than 15% at SNR of 20 dB, and below 10% if the SNR is above
30 dB. At this level of BER, we can expect the bit errors to be virtually eliminated using
error correction codes. Thus, we can state that the use of synchronization signals is very
effective in lowering the BER of embedded watermarks. We can also see that the frame
recovery rate is correlated with the watermark BER, i.e., the higher the recovery rate,
the lower the BER. This result is with the classic DSS watermarks, which is known to be
affected by frame synchronization. However, other data hiding methods are also affected
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to some extent by frame synchronization, and so successful frame synchronization recovery
should also be advantageous in the successful data recovery with these methods as well.

3.2.2. Robustness to analog aerial transmission. Fig. 8 compares the detected watermark
BER vs. SNR with ALB and AT. With both ALB and AT, the BER generally decreases
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Table 1. BER Comparison Between ALB and AT With and Without
Frame Synchronization

frame synchronization transmission mode BER [%]
yes ALB 2.34

AT 16.41
no ALB 52.34

AT 50.78

as the SNR increases. The BER for AT is constantly lower by about 10% compared to
ALB for all SNR. However, it is clear that frame synchronization recovery is very effective
for AT as well, even though AT includes various non-linear distortions associated with
electrical-acoustic conversions.

Table 1 tabulates the detected watermark BER with and without synchronization, both
for ALB and AT transmission modes. In all cases, white noise was not added. As can be
seen, for both ALB and AT, the BER is above 50% if synchronization signal is not added.
However, with synchronization, the BER dramatically decreases, for both ALB and AT.
Again, the BER is about 14% lower for ALB compared to AT. This again shows that the
effect of non-linear distortion caused by the electrical-acoustic conversion affects the BER
significantly.

4. Conclusion. We investigated the effect of frame synchronization on the BER of de-
tected audio watermarks. Frame synchronization signal was added to the host audio
signal. The phase of this signal was an M-sequence, and its spectrum envelope was
shaped according to the envelope of the host signal. This signal was scaled, converted
to time-domain, and added to the host signal. In order to recover the frame position at
the decoder, a generalized cross-correlation function (GCCF) between the received signal
and the same M-sequence used to generate the synchronization signal at the transmitter
was calculated, smoothed, and its peak is detected to recover the frame position. This
frame synchronization signal was added to a watermarked host signal to test the effect of
synchronization on the BER of this watermark. We evaluated the BER using the classic
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direct spread-spectrum (DSS) watermark, which is known to be affected by frame mis-
alignment. Two modes of analog transmission were tested; (1) analog loopback (ALB)
which feeds back the analog signal as electrical signal and does not include an electrical-
acoustic conversion, and (2) analog aerial transmission (AT), which converts the analog
signal to an acoustic signal using loudspeakers, and reconverts this signal to an electrical
signal using a microphone placed 10 cm from the loudspeaker.

The frame recovery rate with and without synchronization in ALB was compared. It
was found that with synchronization, if the SNR is above 20 dB, the frame position can
be recovered almost perfectly.

We then tested the BER of the detected DSS watermark at the decoder with analog
conversion. Without synchronization, it was not possible to detect any watermarks, with
both ALB and AT. However, if we do use synchronization, the BER can be decreased to
about 2% for ALB, and 16% for AT. This difference is apparently caused by the non-linear
distortion associated with the electrical-acoustic conversion with AT. It was also found
that the frame synchronization rate is correlated with BER, showing that the effect of
synchronization is significant on the watermark BER.

We would further like to try to add error correction codes along with the synchro-
nization signal to further decrease the BER. We also would like to further test other
cross-correlation functions that enable us to reliably detect the frame position as peaks.
Evaluation with other up-to-date data hiding methods is also necessary. We would also
like to test with actual additive acoustical noise, including reverberation, to test its effect
on the BER.
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