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Abstract. This paper used clustered embedding features and language ontology to sim-
ulate the process of creative idea generation from human brain. Conventional creative
idea generation used predefined motivation words. This study proposed a new motivation
classification algorithm based on Bayesian network. We first applied the crawler algo-
rithm to obtain motivation vocabulary corpus information.Bayesian network is applied to
filter motivation words and project to a vector space for building information clustering
model. Then we applied ontology theory to generating the phrase and sentence structure.
By creative computing we try to discover how the idea comes from step by step and dis-
play the emergence, self-organization, self- coordination of idea creation process of human
brain. From this paper, you will see the process in five steps from blurry motivations to
clear creative ideas.
Keywords: Idea creation; Creative computing; Embedding features; Ontology; Clus-
tering; Bayesian network
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1. Introduction. Creative idea creation is the act of creating novel and applicable ideas
in which creativity is one of the kernel features. Creativity is an extremely important
facet of life and is a feature of many of the tasks we perform every day. It can occur
in a multitude of situations ranging from work to pleasure, from artistic portrayals to
technological innovation ...[1]. Ideas and technologies have been blowout in recent years
which dramatically improved our life [2, 3]. Therefore, creative computing demonstrates
its importance as an inspiration for more creative ideas [4, 5].

Creative computing, belonging to one kind of software design trying to simulate the
creative thinking of human being, is one of the computation algorithms emerged recently.
On the proceedings of the 19th international conference on automation & computing Yang
et al. put forward the theory of creative computing and give the definition, research scope
and challenges of creative computing in order to develop creative computing and make it
more efficiently and effectively serve the world. From the theories of Andrew Hugill [3],
Creative computing contains five layers, as motivation, formulation, creation, dissemina-
tion and revision [3].Among the processes of creative computing the most difficult is the
subprocess from motivation to formulation. In fact the subprocess is idea creation. An
idea is a collection of thoughts, plans and images that flash through the brain. The factors
such as emotion, demands, etc. influence the idea creation. If the brain is considered to
be a machine presented in our body, then thinking in the reverse way implies that a ma-
chine can also create ideas. Computer is a machine meant to serve the users. Developing
such a method (algorithm/ model/approach), which helps computer in creating its own
sets of ideas, would provide a mind map for computer. In this paper, idea created by
computer will help the method to serve any domain’s users and it is a simulation of the
process with emergence, self-organization and self-coordinating coming from our brains.
It is related closely to the layers about motivation and formulation. The process is to
finish converting from blurry motivation to clear creative idea. Jing et al’s[2] explicit idea
creation is a complicated process in which it requires plenty of knowledge as support for
specific domain. Fig.1 shows a creative idea coming from many domains. In the process
of idea creation, there are many temporary ideas emerging. But from the ideas which is
the creative idea that we need, we should evaluate them and choose the best fit for us.
First in the idea generation, we should choose them from syntax and semantics. Secondly
in the idea evolution, we should choose them from interest, hobby and so on. At last we
should evaluate them from three properties: novelty, surprise, usefulness to judge whether
they are genius ideas for us. Jing et al. gives a new way to abstract idea creation from
domain ontology extraction [2]. This method simulated a linear system for us to read out
and generate creative ideas from personal mind. But indeed creative ideas come from our
minds and thoughts which are generated by our non-linear brain–a complex system [4].
From Yang et al. [5] theory, the creativity of creative computing belongs to combinational
creativity. As we can see from fig.1, the process of idea creation is a combinational cre-
ativity, because the idea involves many domains. The process is completed with diversion
thinking and conversion thinking. It is shown that creative computing can be applied not
only to NLP domain but to musical composition, painting and so on for many domains in-
novation. Therefore it has tremendous potential and vitality, with various aspects needed
to be studied.

In this paper, we investigate how to generate creative ideas based on a clustering al-
gorithms filter out irrelative motivation words. [6] We applied Support Vector Machine
(SVM) algorithm to filtering motivation, then applied SNoW algorithms as a specific sub-
ject classifier, and proposed feedback and threshold filtering strategies to achieve accurate
filter blog advertising purposes. However, this motivation classification is time consuming
and with low accuracy. Based on heuristic rules literature [7] proposed an automatic
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classification method. This method can automatically classify and filter the motivation
word by segmenting and extracting the word through NB classifier. But the accuracy
of the method is rather low. Literature [8] proposed an classification filtering method
based on latent semantic indexing and support vector machine. Based on establishing the
motivation lexical information filtering model, it can automatically classify and filter the
motivation words by preprocessing, feature reducting, training, filtering etc.. However,
this method has the problem of incomplete information filtering. Therefore, we proposed
Bayesian network based on motivation classification algorithm to improve the filtering
accuracy. Our method has five steps, seeing fig.2. it can complete idea creation based on
the two layers which was put forward by Andrew Hugill from motivation to formulation.
Our method is proposed by the model: 1). gathering relative data of motivation 2).clus-
tering layer 3).idea generation layer 4).idea evolution layer 5).idea evaluation layer. We
have also tested our model in a case by inputting blurry motivation and the result is what
we desired. The result shows that the proposed methods can actually generate creative
ideas. Then we used the system of the model to compare with the questionnaire survey
to show the different results in the quantity and quality.
The remaining parts of the paper are organized as follows. Material and methods

are described in Section II. Test experiments and results are reported in Section III.
Conclusions are drawn in Section IV. The process of general creative idea generating

Figure 1. Description of creative computing pipeline

pipeline

2. Material and Methods. In this section, we propose some effective ways to get the
material data and the methods for creating creative idea. We collect text data for idea
creation by crawler technology. We use the methods to make the idea creation model by
following four steps.

2.1. Crawler Algorithm on Vocabulary Corpus for Motivation Information. a).
Computation of information weights. In this study, we applied improved TF/IDF algo-
rithm to calculating motivation vocabulary information weights. We used word frequency
statistics to assess the importance of a word that appears in the corpus. If the frequency
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Figure 2. The creative idea generation method pipeline

Figure 3. Overall process of collecting the text data by crawler technology

of key word A is greater than key word B in the corpus, it means the key words A is more
important than key words B [9, 10]. However, this measure is not perfect, because it only
reflects the local characteristics of a particular document.

From the point of the whole corpus, the high-frequency of a word doesn’t mean that
it’s important, the weight of a key word is in inverse proportion to the total number of
corpora. Assume key word set W = (W1,W2, . . . , Wn) the ith key word Wi has x (x≥1)
concepts, denotes as T(Wi) = (t1w,t

2
w, . . . ,t

xi
w ), transfer from key work set to concept set

TW , each key concept can be represented as tjwi
=

(
wi, t

j
i

)
, j = 1, 2, . . . , xi, where the ith

motivation words for the jth concept can be denoted as:
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TW = {(w1, t
1
1), (w1, t

2
1), . . . , (w1, t

xn
1 )} = (t1w, t

2
w, . . . , t

xn
w ) (1)

And the motivation weights for key word tk in corpus di can be represented as:

wik = tfik × log

(
N

nk

)
(2)

where N is the motivation word size in the corpus, nk is the total motivation size that
contains key word motivation tk, tfik is the showing frequency of tk in corpus di. And the
corpus di can be represented as di = (wi1,wi2, . . . ,win).
If the information corpus in the motivation word training sample set belong to a same

category, the important motivation word will present in every word corpus, which will
affect the weight because of the low IDF.
When the information of the entire corpus belong to a same category, the importance

of the motivation word should be in proportion to the frequency of its appearance.
A key word appears in a catalog many times, while rarely appears in other catalog ,

which means this key word have good ability to represent this kind of catalog. so the
traditional weight calculation method has flaws. not all cases are outstanding? needs to
be improved.
Assuming the motivation counts in corpus is N, the number of key word appearance

in one class Bi is nbi, nki represents the total motivation size that contains key word
motivation tk except class Bi, and the weight can be calculated as:

w
′

ik = tfik × log

(
nbi

nki + nbi

× N

)
(3)

where IDF = − nbi
nki+nbi

× N and assume function f (x) = x
x+k

and x1>x2>0, we have

f (x1)− f (x2) =
x1

x1 + k
− x2

x2 + k
=

(x1 − x2) k

(x1 + k) (x2 + k)
> 0 (4)

It is noticeable that as x increase, IDF value will also increase. The more show time
key word tk in Bi, the less it will be shown in other classes, thus the key word tk can
represent as the feature for Bi.
b). Vocabulary corpus correlation calculation based on motivation weights. we use

crawler technology, as shown in fig.3, to get materials corpus which is relative to motiva-
tion. Correlation calculations can predict relevance goal motivation vocabulary corpus,
and guide the search direction of additional motives vocabulary corpus. We also compared
with the pre-set weight in corpus, motivation vocabulary with weight greater than the
preset will be reserved, less than the preset will be directly abandoned [11, 12]. This will
not only improve motivation acquired vocabulary and corpus relevance, but also reduces
local storage space. The method of correlation calculation mainly used content analysis
and link structure analysis.
Bayesian network method is applied to modeling the probability of motivation word

belong to a given category. We first calculated the probability for the motivation words
for each class based on weights calculation, represented as (w1,w2,...,wn). The probability
of motivation word set di can be represented as:

wm = P (wm |Bj ) =
1 +

∑|D|
i=1N (wm, di)

|V |+
∑|V |

s=1

∑|D|
i=1 N (ws, di)

(5)
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where |D| is the training sample size in Bj, N(wm,di) is the presentation frequency of

motivation word wm in di, |V | is the total motivation count, Σ
|V|
s=1Σ

|D|
i=1N(ws, di) is the

summation of the motivation word frequency for the given class. Then we can calculate
the relativity of motivation words as:

P
(
Bj

∣∣∣di; θ̂) =
P
(
Bi

∣∣∣θ̂)∏n
m=1 P

(
Bj

∣∣∣di; θ̂)N(wm,bi)

∑|C|
r=1 P

(
Bi

∣∣∣θ̂)∏n
m=1 P

(
Bj

∣∣∣di; θ̂)N(wm,bi)
(6)

where P
(
Bi|θ̂

)
= Bj is the ratio of training sample size to total sample size, |C| is the

total class number, N(wm,di) is the word frequency of wm in di, n is the total key word
size; based on relativity calculation, we can obtain the desired motivation information.

c). Motivation information related corpus acquisition based on relativity. Combined
with the results of correlation, we can collect relative corpus information of motivation
vocabulary through crawler.

The steps of obtaining are as follows:
First, the motivation word input is acquired by other nodes selected from some seeds

URL and other relevant motivation words.Second, we will download the motivation words
or pass it to other nodes. If the motivation word is received from other nodes, then we
will check if it already exists in the corpus; otherwise the hyperlink from the motivation
words will be analyzed and the crawl process will be assigned with a new motivation
word and store the previous one to database. For each new URL crawl, the weight will
be calculated as (7),

node num = hash (new url.host)%node sum num (7)

While for each motivation word crawl, the weight will be calculated as (8),

node num′ = hash (new url firstword.host)%node sum num (8)

The node numbers for both two crawl method are obtained from a mapping table
maintained by each node.

Third, for each hyperlink and its logarithmic integer, if the corresponding node is
numbered as an integer, it will be reassigned; otherwise the hyperlink will be sent to
node.

Fourth, calculate the relevance, combined with relevance to determine whether the
motive vocabulary type is a necessary one. If not, then skip; if it is, then continuing the
analysis.

Fifth, read the required motivation vocabulary using regular expression matching method
to find the information vocabulary motivation words, and recorded.

Sixth, the recorded vocabulary of motives is stored according to the predetermined
form, so as to achieve the acquisition of vocabulary-related corpus information, the rep-
resentation expression as follows:

Simimprove = 0.8 ∗ Simcos +
1

n
∗

n∑
i=1

Simmed ∗
(value1 + value2)

2
(9)

where Simcos is the motivation word feature, Simmed is the motivation word information.
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2.2. Clustering of Motivation Vocabulary Information. We applied singular value
decomposition (SVD) for motivation vocabulary clustering based on the motivation corpus
that has been obtained.
We first defined the average amount of information with a single motivation word

appears in the corpus as:

W (w) = 1 +
1

ln(n)

n∑
i=1

Pi (w) ln [Pi (w)] (10)

where Pi(w) is the probability of single word w appear in the corpus, n is a constant.
The larger W(w), more average information is contained in single word w, indicate the
more common of the word which can be regarded as noise to filter out. If both of the
average amount of the appearance of a motive word in the sentence and the average
amount of the sentence including this motive word are large, it means that this word is
very common. and the joint entropy W′(w) can be defined as:

W (w) = H (w) +H (s |w ) (11)

where H(w) annotates the average information for a single word appear in a sentence and
can be defined as:

H (w) = −
n∑

j=1

Pj (s |w ) log (s |w ) (12)

and H(s|w) annotates the average information of the sentence contains the single word
appearing in the corpus:

H (s|w) = −
n∑

l=1

Pl (s |w ) logPl (s |w ) (13)

The probability of single word w show in the corpus j is denoted as Pj(w):

Pj (w) =
fj (w)
n∑

j=1

fj (w)
(14)

The probability of the sentence with the word w appear in the corpus is denoted as
Pl(s|w):

Pl (s |w ) =
fl (s |w )
n∑

l=1

fl (s |w )
(15)

where fj(w) is the frequency of word w show in corpus, n is the motivation word number
in the corpus, fl(s|w) is the frequency of sentence s containing word w show in corpus l,
m is the total vocabulary size in corpus.
Second, select the motivation word features through computing the threshold Assume

TF is the word frequency, represent feature tk showing frequency in the corpus. IDF
is the inverse corpus frequency, denotes as IDF=log(N/n), where N represents the total
motivation word number in the corpus. The basic idea for IDF is the less information
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for a certain feature tk, the larger IDF, indicating the feature tk has good classification
ability. Then the TF- IDF algorithm is as follows:

TFIDF (tk) = TF (tk)× IDF (tk) = TF (tk)× log
1

DF (tk)
(16)

Above equation (16) has been improved in order to reduce the influence of TF on the
weights:

TFIDF ′ (tk) =

[
0.5 +

0.5× TF (tk)

TFmax (tk)

]
× log

1

DF (tk)
(17)

In order to calculate the expectation cross entropy of each feature tk, we choose the
predefined number of best features as the subset of feature:

f (tk) = P (tk)
n∑

i=1

(Ci |tk ) log
P (Ci |tk )
P (Ci)

(18)

where P(tk) is the appearance frequency of feature tk, P(Ci|tk) is the probability of
class Ci given the feature tk, and P(Ci ) is the margin probability of class Ci.

Third, we calculate the motivation vocabulary based on the information acquistition
method. When the information acquired for motivation word feature tk greater than a
given threshold, then we accept the feature, with the following formula:

I (t) =
n∑

i=1

pi × log pi (19)

where n is the dimension in the feature set, pi is the showing frequency of the current
word feature. The mutual information of feature tk and class Ci represents the correlation
of feature and class. The mutual information of feature tk is denoted as:

MI (tk) =
n∑

k=1

p (Ci)× log
(
p (tk/Ci)/p (tk)

)
(20)

Fourth, we applied SVD for motivation vocabulary clustering. Let k be the key words
elements in motivation word vector. The motivation word vector is constituted by n
features. Because of the feature size differences for each motivation words, we can regard
that they belong to different feature spaces, and in order to apply clustering on different
motivation words, dimension reduction method is required. Therefore, SVD is used to
reduce the disturbance of undesired information in the word feature vector. Let A be the
word feature vector, the SVD process can transform A to Ak:

Ak = Um×m

∑
m×nV

T
n×n = t

∑k

i=k
uiσiv

T
i (21)

where ui and vi represent the feature vector and the semantic space of the motivation
words. Similarly, in the process of calculating the context similarity, it is also required to
project the word feature vector to the same k row dimensions as Ak. And the projected
vector t′ is as follows:

t′ = tUT
k

∑−1

k
(22)
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After the projection, we obtained the similar vector for initial vector. Then SVD is
applied to clustering. Assuming we have motivation sequences (X, s) and (X, d), where
X represents a set of sample words, s and d represents the standard criterial to measure
similarity or dissimilarity between samples. LetC = {C1, C2, ..., Ci, ..., Ck}, i = 1, ..., k, is
a subset of X, we have:

X = C1 ∪ C2... ∪ Ck (23)

For any i ̸=j, we have Ci∩Cj = ∅, each Ci is a cluster. Then our clustering goal is to get
higher similarity of the motivation words in the same cluster, and it can be represented
as:

F (j) = max

∑
Cj∈D

∑
di∈Ci

sim (dj, sj)

 (24)

In sum, after obtaining motivation corpus, we applied SVD on motivation feature vec-
tors for clustering, which provided the basis for creative idea generation.

2.3. Bayesian network classification for motivation word for creative idea calcu-
lation. After clustering the motivation words, we applied Bayesian network to calculating
the words relativity and use ontology [13] theory to generate creative ideas. The basic

Figure 4. The Bayesian network model for motivation word classification

idea of Bayesian network is to use prior information and the likelihood of total motivation
vocabulary information to estimate posterior information. When calculate the motiva-
tion relativity, except considering the probability of motivation word A, the conditional
probability of A given word B is also required, denotes as P(A|B), and the calculation
formula as follows:

P (A |B ) =
P (A ∩B)

P (B)
(25)

where P (A ∩ B) represents the joint probability and P(B) is the marginal probability
of word B. Assume the probability space (Ω,F,P) contains Ai ∈ Ω(i=1,2,...,n), Ai ∩ Aj =
∅ (i ̸= j) and ∪i=1 Ai = Ω, then for any motivation word B∈F and P(B)>0, we have:
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P (Ai |B ) =
P (B |Ai )P (Ai)
n∑

j=1

P (B |Ai )P (Ai)
(i, j = 1, 2, ..., n) (26)

where P(Ai)>0 is the prior distribution and P(B|Ai) is the conditional probability,
P (B) =

∑n
j=1 P (B|Ai)P (Ai) is the full probability. Let C denotes the motivation class

nodes, X1, X2, ..., Xn denote n attribute nodes, then the Bayesian network can be repre-
sented in figure 4.

Then we apply the classification process of Bayesian network on motivation word.
First the motivation word X can be represented as a n dimension feature vector X =
(t1, t2, ..., tn), where ti, i = 1, ..., n represents n features for the word. Then assume we
have m classes for motivation corpus denotes as C1, C2, ..., Cm, for a given word X, we
calculate the maximum posterior for a class, and assign the class Ci to corresponding
word if and only if:

P (Ci |X ) > P (Cj |X ) , i ̸= j (27)

Based on the Bayes theory we have:

P (Ci |X ) =
P (X |Ci )P (Ci)

P (X)
(28)

Because of P(X) is constant for the given class, we can transform the posterior propor-
tion to:

P (Ci |X ) ∝ P (X |Ci )P (Ci) (29)

The prior distribution of P(Ci) can be estimated from the training text sample, which
is P(Ci )=si/s, where si is the total trainingmotivation word size in class Ci, s is the total
training motivation word size. Then we only need to maximize the conditional probability
of P(X|Ci). Assume the independency of a naive Bayes network, we have:

P (X |Ci ) = P (t1, , t2, ..., tn |Ci ) =
n∏

k=1

p (tk |Ci ) (30)

where probability P (t1|Ci), P (t2|Ci), ..., P (tn|Ci) can also be trained from the training
samples, represented as the probability of tk shown in class Ci:

p (tk |Ci ) =
count(tk |Ci )
n∑

k=1

count(tk |Ci )
(31)

where count(tk |Ci) represents the appearance number of feature vector tk show in
class Ci,

∑n
k=1 count(tk|Ci) represents the total appearance number of features in class

Ci. The motivation vector sparsity will result in some feature not showing in the training
corpus samples, which will result in the P(X|Ci )=0 based on (30). To avoid such case,
we applied Lapalace smoothing correction, represented as:
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p (tk |Ci ) =
count(tk |Ci ) + δ

n∑
k=1

count(tk |Ci ) + nδ
(32)

where n is the total size of motivation feature, or the feature dimension size, δ is any
non-zero constant and normally set 1.
Finally, we can calculate the maximum likelihood based on the Bayesian network for

classification:

C = argmax
i=1,2,...,m

P (X |Ci )P (Ci) (33)

And the correlation of motivation words can be represented as:

A (S1, S2) = max

(
1− d (pi, pj)

D

)
(1 ≤ i.j ≤ 2, i ̸= j) (34)

where pi and pj are the significant feature for motivation word S1 and S2, D is the
lateral association influence depth, d(pi,pj) as the appearance size of motivation feature
pi in corpus pj. The correlation between motivation words can be represented by their
relativity, denotes as:

relategloss/texe(t1,t2) = tanh

(
overlap (t1, t2)

length (t1) + length (t2)

)
(35)

Then we can use ontology theory to construct creative idea phrases and sentences based
on the motivation words for each classes as follows:

αR (X) =
|RX|∣∣R̄X

∣∣ (36)

where X ̸= ∅, |X| represents the basis of motivation word set X. When αR (X)=1, the
generated creative idea is the optimal solution.

3. RESULTS.

3.1. Experiment data and configuration. In this experiment we used Reuters-21578
as experimental corpus, which includes 22 files and 21578 motivation words. We separate
the corpus into training data set with 9603 training samples, testing data set with 3299
testing samples and other 8676 samples unused. We divided the motivation words in
Reuters-21578 into 135 classes. Each motivation word can be classified to maximally 14
classes and minimally 1 class. The top-10 classes with the maximum motivation word
size is shown in table 1.
Given a class and a motivation word, the goal is to determine whether the word belongs

to the class. We evaluate the performance with recall, precision and fallout rate, denotes
as:

recall =
a

a+ c
(37)

precision =
a

a+ b
(38)
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Table 1. Top-10 classes with the maximum motivation word size

Class name Quantity of vocabulary

earnings 2709

acquisitions 1488

money-fx 460

crude 349

grain 394

trade 337

interest 289

ship 191

wheat 198

corn 160

fallout =
b

b+ d
(39)

where a represents the correct number of classification for motivation words, b repre-
sents the incorrect number of classification for motivation words, c represents the false
negative rate and d represents the false positive rate.

3.2. Experiment results analysis. We tested our model on the given corpus. The
results are shown in table 2. From table 2, we can see the top-10 training classes in
Reuters-21578 can achieve an average recall rate at 87.6%, the average precision rate is
83.1%, where the class acquisition has the highest recall rate with 97% ,corn has the
lowest recall rate at 63%, earnings has the highest accuracy rate at 93% and corn has the
lowest accuracy rate at 70%. From the table, we can also observe that the precision and
recall curve also increases as the training sample size increases.

Table 2. The precision and recall rate for the top-10 classes with the
maximum motivation word size

Class name Training motivation
number

Testing motivation
vocabulary

recall rate (%) precision rate (%)

earnings 2709 1014 0.95 0.94

acquisitions 1488 630 0.97 0.93

money-fx 460 133 0.94 0.85

crude 349 160 0.96 0.80

grain 394 130 0.88 0.74

trade 337 106 0.92 0.85

interest 289 95 0.84 0.85

ship 191 82 0.89 0.82

wheat 198 65 0.78 0.83

corn 160 46 0.63 0.70

SUM 6575 2461 0.933 0.882

To show the feasibility of our proposed classification model, we also compared it with
the existing algorithm of information feedback method and heuristic rule method. Figure
5, 6, 7 shows the recall, precision and fallout rate of the three models as the motivation
vocabulary size increases.

From fig. 5 we can see when the information feedback method is applied, the average
recall rate is 12%, and the recall rate decreases as the amount of motivation vocabulary
increases. The average recall rate is 10% for heuristic rule method, and we observed
fluctuation when the amount of motivation vocabulary is between 140 to 180; and the
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Figure 5. The recall rate of three methods

Figure 6. The precision rate of three methods

average recall rate of our proposed method is 8% and also consistently decreases as the
amount of motivation vocabulary increases.
Figure 6 depicts the precision rate of the three methods. When the information feedback

method is applied , the average precision rate is 76.2%, and as the amount of motivation
vocabulary increases, the precision rate fluctuates between 200-400 and 600-800.
The average precision rate is 58.4% for heuristic rule method, and the performance

does not vary much but suffers 17.8% degradage on average performance comparing with
feedback method. While the average precision rate for our proposed method is 94.3%,
improved by 18.1 percent point and 35.9 percent point compared with other two methods
and the precision rate remains stable as the amount of motivation vocabulary increases.
Figure 7 shows the fallout rate of the three methods. When the information feedback

method is applied, the average fallout rate is 32.2%. And as the amount of motivation
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Figure 7. The fallout rate of three methods

vocabulary increases, the fallout rate first decrease rapidly before the amount of vocabu-
lary reaches 200 and fluctuate when the amount of the vacabulary is between 200-1000.
The average fallout rate is 48.4% for heuristic rule method, and the performance did not
vary much after 200 motivation words but suffered 16.2% more fallout rate on average
performance compared with feedback method; and the average fallout rate for our pro-
posed method is 18.3%, improved by 13.1 percent point and 30.1 percent point compared
with other two methods and the fallout rate remains stable as the amount of motivation
vocabulary increases.

4. Conclusion and Future Work. In this paper, we have shown a feasible way to
transform from blurry motivation to clear creative idea. Based on crawler technique we
can obtain motivation vocabulary and then we have applied Bayesian network to classi-
fication of motivation words and use ontology theory to construct creative idea phrases
and sentences. After comparing our improved method with other existing methods, we
can see its high recall rate and high precision.The idea creation can be applied in many
interdisciplinary domains and multidisciplinary domains. It will be better in the future.
In the future we will use deep learning technology to further improve it.This technol-
ogy can better imitate the emergence, self-organization, self-coordination of creative idea
generated by the genuine brain.
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