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Abstract. The classification of multiple power quality disturbances composes two parts,
which are feature extraction and classification. To improve the accuracy rate of classi-
fication, a new classification method for multiple power quality disturbances is proposed
based on S transform, wavelet transform and improved support vector machine. First, S
transform is used to extract the features of disturbance signals, and a preliminary clas-
sification is done by setting a suitable threshold to class the extracted features to classify
the disturbance into three groups. Then, the wavelet transformation is used to extract
the energy difference of the wavelet coefficients of disturbance signals in each classified
group. In every classified group, the support vector machine is used to class the extracted
energy difference to further more class the multiple power quality disturbances. In order
to improve the accuracy of the overall classification, the Gaussian kernel function of the
support vector machine is improved. The aggregation degree of the feature vector at the
center of the kernel function affects the number of support vectors, so this paper intro-
duces a radial width factor and an amplitude modulation factor to the kernel function.
It solves the problems that exist in the traditional Gaussian kernel function and reduces
the number of support vectors as well as the computational complexity involved. When
the improved algorithm is applied to the multiple power quality disturbance classification,
it is proved to be feasible and to have higher classification accuracy.
Keywords: Multiple power quality disturbance, Support vector machine, Gaussian ker-
nel function, Classification accuracy.

1. Introduction. With the wide application of electronic technology, all forms of the
nonlinear impact load cause power quality problems in the distribution networks, which
will cause major economic losses and social impact. Problems caused by power quality
have become a matter of concern [1]. The identification of power quality is the premise
underlying the analysis and improvement of power quality. Classifying power quality
disturbances is of great significance to solve the problem of power quality [2].

Typical power quality disturbances include voltage swell, sag, interruption, harmonics,
impulse transient, oscillation transient and flicker. In practical application, power qual-
ity disturbance is a disturbance that occurrs in many forms simultaneously. Including

808



The Classification of Multiple Power Quality Disturbances 809

swell+harmonic, sag+harmonic, swell+flicker and sag+flicker and so on. The identifica-
tion of a multiple power quality disturbance requires two steps: feature extraction and
classification. At present, the main methods of feature extraction of power quality dis-
turbances include short time Fourier transform (STFT) [3], wavelet transform [4,5], S
transform [6,7] and Hilbert-Huang transform(HHT) [8] and so on. The main methods of
classifying the disturbances are: neural network [9], decision tree[10] and support vector
machines (SVM) [11,12]. These classification methods are reliable, but the processes of
feature extraction and construction of the classifier is complex, training time for a neural
network classifier is long, and it is easy to fall into local minimum by using a neural net-
work classifier. Although the decision tree classifier can be accomplished quickly, the rules
are complex, and the model is difficult to deal with. Support vector machine is based
on statistical learning theory and is a machine learning method used to solve pattern
recognition problems. SVM overcomes the disadvantages of the artificial neural network,
which easily relapses into local optimal solution and has a long training time, so we use
SVM as classifier in this paper.

In this paper, we first use S transform to extract the disturbance feature and classify the
disturbance signals into three groups by setting threshold to the extracted feature values.
Then, the energy differences that are obtained by wavelet transform are used as input of
SVM in every group to realize the final classification. This process reduces the complexity
of the classification. To further more improve the performance of classification method,
the improved Gaussian kernel function is applied to the SVM to classify the eleven kinds
of power quality disturbances. The experimental results show that our proposed method
is feasible and effective.

2. Preliminary classification.

2.1. S Transform. S transform was proposed by Stockwell in 1996 in a solution that
may be regarded as both a phase correction of the wavelet transform, and also as the
development of the short time Fourier transform. The height and width of the Gaussian
window of the S transform vary with frequency, which overcomes the shortcomings of the
window height and fixed width of the STFT[13]. Setting the input signal h(t), when the
S transform is S(τ, f),we obtain the following:

S(τ, f) =
∞
∫
−∞

h(t)g(τ − t, f) · e−2πiftdt (1)

g(t, f) =
1

σ
√

2π
e−

t2

2σ2 (2)

where g(t, f) is the Gaussian window, and the parameter τ controls the position of the
Gaussian window on the timeline,σ = 1/|f |. The signal h(t) can be reconstructed by the
S transform S(τ, f),and S inverter transform is:

h(t) =
∞
∫
−∞

(
∞
∫
−∞

S(τ, f)dτ

)
· e2πiftdf (3)

The h[kt], k = 0, 1, 2, · · · , N − 1 is obtained by sampling the continuous time signal h(t),
and the total sample points value is N . From the discrete Fourier transform, we obtain
the discrete representation of the S transform:

S [m,n] =
N−1∑
k=0

H(n+ k) · e
−2π2k2

n2 ·e
i2πkm
N , n 6= 0 (4)
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S [m,n] =
1

N

N−1∑
k=0

h(k),n = 0 (5)

H(n) =
1

N

N−1∑
k=0

h(k) · e
−i2πkn
N (6)

where N is the total number of points.

2.2. Preliminary classification based on S Transform. The result of the discrete S
transform is a complex matrix, which is called the S matrix. The row of the S matrix
corresponds to the time, the column corresponds to the frequency, and the matrix element
is the complex value. The row vector demonstrates that the signal amplitude changes with
time at a certain frequency, and the column vector demonstrates that the signal amplitude
changes with frequency at a certain time.

This paper mainly classifies seven kinds of single disturbances and four kinds of complex
disturbances. These disturbances include voltage swell, sag, interruption, harmonics, im-
pulse transient, oscillation transient, flicker, swell+harmonic, sag+harmonic, swell+flicker
and sag+flicker. The eleven kinds of power quality disturbance are transformed by the S
transform, and the occurrence of the disturbance is mainly reflected in the frequency and
amplitude, so the disturbances can be distinguished according to the different frequencies
and amplitudes. Voltage swell, sag and interruption are mainly amplitude changes, and
voltage harmonics is the main sources of frequency changes.

Due to the different voltage fluctuation causes the different change of voltage amplitude,
for example, the amplitude of the voltage swell is higher than normal voltage, while the
amplitude of the voltage sag is lower than normal voltage. Therefore, this paper uses the
amplitude difference of each disturbance signal as features. We randomly generate 200
disturbance signals for each kind of power quality disturbance according to the disturbance
signal model. Each disturbance signal has 1218 sample points. First, we use the maximum
amplitude value corresponding to each column of the S matrix to construct a vector. Then
we use the maximum element of the constructed vector as one sample value. So we can
get 200 samples for each kind of disturbance signal in our experiment. Each sample point
corresponds to one of the 200 disturbance signals that are of the same kind of disturbance.

Figure 1 shows the relationship between the disturbance signals and their sample values
that are obtained by the above method for eleven kinds of disturbance. From the figure
1, we can see that some kinds of disturbance have the same range of sample values,
and some kinds of disturbance have the different range of sample values. Therefore,
we use matlab to compute the maximum and minimum sample values of each kind of
disturbance signals, to obtain the sample value range of different disturbance signals.
Based on the above computation, the sample value range of voltage swell is 1.077 to
1.828, which is assumed to be the first class of disturbance. The sample value range of
voltage sag, voltage interruption, harmonics, impulse transient, oscillation transient and
flicker is 0.883 to 1.046 , which is assumed to be second class. The sample value range
of voltage swell+harmonics, sag+harmonics, voltage swell+flicker, sag+flicker is 1.848 to
2.846 , which is assumed to be third class. Therefore, we can use the three sample value
range to preliminarily classify the disturbance signals into three major classes.

After preliminary classification, we use wavelet transform to extract the energy differ-
ence of the wavelet coefficients as the feature vector in each classes, and then use SVM
classifier to further more class the three classes to realize the final classification.
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Figure 1. Relationship between the disturbance signals and their ampli-
tudes for eleven kinds of disturbance

3. Improved Support Vector Machine.

3.1. Support Vector Machine. Support vector machine is a statistical learning tool
based on the Vapnik-Chervonenkis theory and structural risk minimization principles.
SVM provides great advantages for solving the problems of nonlinear and multi-dimensional
pattern recognition. The problems posed by the nonlinear character of the patterns can
be mapped to multi-dimensional space by the kernel function, which can be divided into a
linear, separable problem. The separation of the two classes is performed by the optimal
hyper plane [14]. Given a set of training data T = {x1, x2, · · · , xl} , xi ∈ Rn.The fuzzy
one-class SVM searches for a crisp hyperplane that separates the image of the target class
from the origin:

f(x) = ωT
1 x+ b (7)

where ω1 are weights, and b are biases [15]. The hyperplane is considered optimal when the
separating margin between the two classes is maximal, and this is achieved by computing:

ϕ(ω1) = min
1

2
||ω1||2 (8)

which is subject to:

yi(ω
T
1 x+ b) ≥ 1, i = 1, 2, · · · ,N (9)

This problem leads to the optimization of the Lagrange function:

L(ω1, b, α) =
1

2
||ω1||2 −

N∑
i=1

αi[yi(ω
T
1 xi + b)− 1] (10)

where αi is a Lagrange multiplier and xi corresponding to αi that is not zero is known as
the support vector [16]. If the data is not linearly separable, a slack variable is introduced.
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Thus, (8) is converted to (11).

ϕ(ω, ξ) = min
1

2
||ω||2 + C

(
N∑
i=1

ξi

)
(11)

If the data is not linearly separable, a conversion method is needed to transform the
original data space into a multi-dimensional space. These transformations are performed
using Kernel functions. To find αi, it is necessary to solve the following problem:

Q(α) = max
N∑
i=1

αi −
1

2

N∑
i,j=1

αiαjyiyjK(xi · xj) (12)

which is subject to:

N∑
i=1

yiαi = 0 (13)

0 ≤ αi ≤ C, i = 1, 2, · · · , N (14)

where K(xi · xj) is the kernel function.
Support vector machine is originally designed for binary classification. For solving

the problem of multi-class classification of power quality disturbances, we need to trans-
form the multi-classification problem into two classification problems. There are several
methods of combining binary classifiers to construct multi-class classifications. The most
commonly used multi-class classification methods include the one-against-one method and
the one-against-all method. This paper uses the one-against-one method

3.2. Improvement of the Gaussian kernel function. Kernel function is the key to
changing the feature vector from nonlinear and non separable in a low-dimensional space
to linearly separable in a multi-dimensional space. Different kernel functions can cause
the SVM to have different performance. Kernel function K is defined as

K(x, xi) =< ϕ(x), ϕ(xi) > (15)

where x, xi ∈ X, X is the sample set,ϕ(·) is a mapping from the input space to the
multi-dimensional feature space, and <,> is the inner product. Commonly used kernel
functions include the Gaussian kernel function, the linear kernel function and the polyno-
mial kernel function. The most commonly used kernel function in SVM is the Gaussian
kernel function. Its general form is:

K(x, xi) = exp

(
−||x− xi||

2

2σ2

)
, σ > 0 (16)

The Gaussian kernel function based on Euclidean distance equationsK(x, xi) = ||x−xi||
has the problem that the feature vectors that distribute densely in the original space will
become very sparse, when are mapped to the high-dimensional space. This will increase
the number of support vectors which lead to increase the computation complexity and
consume much more time to realize classification. From (16), it can see that the bandwidth
σ is only one of the parameters of the Gaussian kernel function. By adjusting the values
of σ , the classification performance of the SVM and the clustering ability of samples
in the high-dimensional space can be changed. However, adjusting the parameters only
will have little effect on the classification performance of the SVM and will not solve the
problem that exists in the Gaussian kernel function.

To solve this problem, the kernel function must have a characteristic that allows the
rate of decay near the support vector to be very fast. In order to solve this problem, this
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paper proposes a way to improve the Gaussian kernel function. An amplitude modulation
parameter is introduced into the Gaussian kernel function. It is expressed as follows

K(x, xi) =
1√
2πσ

exp

(
−||x− xi||

2

2σ2

)
(17)

The performance of the function curve can make the sample data in the vicinity of the
support vector have a faster decay rate.

In order to make the feature vectors more gather in the high-dimension space, a radial
width adjustment parameter is introduced. This make the kernel function have a faster
decay rate. The improved kernel function can be expressed as

K(x, xi) =
1√
2πσ

exp

(
−c||x− xi||

2

2σ2

)
(18)

Figure 2 shows the function curves are obtained by adjusting parameters c with a fixed
σ. As can be seen from the figure 2, the faster the corresponding curve decay, and the
more aggregated the data. Thus, the decay rate of the kernel function and the degree of
aggregation of the data can be changed by controlling the parameter c.
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Figure 2. Kernel function curves with different c values

The figure 3 shows the original and improved kernel functions. The value of σ is 0.3535,
and the value c of the improved Gaussian kernel function is 2.7. From figure 3, we can
see that the improved Gaussian kernel function is more clustered near the support vector,
and the decay rate near the support vector is faster than the Gaussian kernel function.
By changing the value of c , the rate of decay of the kernel function can be changed. The
greater the value of c , the faster of decay rate.

4. Simulations and Analysis. The classification of power quality disturbances is di-
vided into two steps: feature extraction and classification. First of all, the feature is
extracted by the ST of the disturbance, and the threshold is set to make a preliminary
classification, which reduces the computation of the classification. Then, the power quality
disturbance signals are transformed by wavelet transform. The Daubechies db4 wavelet
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Figure 3. The comparison of the improved Gaussian kernel function and
the original Gaussian kernel function

function is adopted to decompose the 8 scale wavelet, and the wavelet coefficients of each
layer after decomposition are extracted. According to the Parseval theorem, the energy of
each dimension is obtained. Then, the difference between the energy of the signal and the
normal signal is obtained. The energy difference is normalized to be used as the feature
vector. Finally, the improved SVM is used to classify the disturbance signal of the power
quality.

We use power quality signals that contain eleven kinds of power quality disturbance
signals that have been mentioned in the section 2.2 as test signals, to verify the effec-
tiveness of the proposed classification. Theσ = 0.595 and the penalty parameter C = 1
is obtained by cross validation and grid search. The SNR is 15dB. The classification
method proposed in this paper is compared with the Gaussian kernel function classifica-
tion method. The c value is determined after several tests. Table 1 shows the average
classification accuracy and the total number of support vectors with the different c values.
As can be seen from Table 1, when the value of c is greater than 2.7 or less than 2.7, the
classification results of the program are more than the original results, but the results are
lower than the results obtained when c=2.7. This is because as the value of c becomes
larger, the improved Gaussian kernel function near the support vector will be gathered,
and the decay rate will be faster. But when the value of c is greater than 2.7, the modified
Gaussian kernel function becomes too clustered near the support vector, and the overall
classification accuracy of the model is reduced, so the optimal value of c in this paper is
2.7.

Table 2 shows the classification accuracy of power quality disturbances using differ-
ent methods.Among them, the training samples of each disturbance are 80 and the test
samples are 120. From Table 2, we can see that the classification accuracy is improved
for voltage sag,impulse transient, flicker, swell+harmonic, swell+flicker, sag+flicker using
the preliminary classification +improved SVM method compared with the original SVM
method. The classification accuracy is reduced for voltage swell and voltage interruption
using the preliminary classification +improved SVM method compared with the original
SVM method. The classification accuracy obtained from the preliminary classification
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Table 1. Comparison of the average classification accuracy and the total
number of support vectors with the different c values

c=2.5 c=2.6 c=2.7 c=2.8 c=3.2
Average classification accuracy
(%)

94.2424 94.5455 94.5455 92.44697 94.3939

The total number of support vec-
tors

330 330 328 328 329

+improved SVM method for most of disturbance kinds is equal or lager than the other
two methods. The average classification accuracy of preliminary classification +improved
SVM method is the largest, followed by the improved SVM method and the original SVM
method.

The average classification of primary support vector machine accuracy rate is 94.1667%,
the accuracy rate has been very high, so this paper uses the improved support vector ma-
chine to improve the overall classification accuracy as far as possible.The average classifi-
cation accuracy is improved by 0.4% using the improved support vector machine, Among
them, the voltage sag, impulse transient, swell+ harmonic, Swell+flicker, Sag+flicker are
increased by 0.84%, 0.8%, 2.5%, 2%, 0.84%, respectively. In order to improve the clas-
sification accuracy, this paper proposes a preliminary classification and improved SVM
method to classify the disturbance signal. The classification results show that, although
the classification accuracy rate of individual disturbance is reduced, but the overall clas-
sification accuracy increased by 1.02%. Among them, the voltage sag, impulse transient,
flicker, swell+ harmonic, Swell+flicker, Sag+flicker are increased by 10.9%, 0.8%, 5%,
1.67%, 7.5%, 0.84%, respectively.Therefore, these results demonstrate that the method
proposed in this paper has significant accuracy in the classification of power quality dis-
turbances.

Table 2. Comparison of the classification accuracy of various disturbance signals

Disturbance type Classification accuracy(%)
SVM Improved SVM Preliminary classification

+improved SVM

Voltage swell 100 100 90
Voltage sag 89.1667 90 100
Voltage interrup-
tion

89.1667 86.6667 86.8333

Harmonic 100 100 100
Impulse transient 97.5 98.3333 98.3333
Oscillation tran-
sient

100 100 100

Flicker 95 94.1667 100
Swell+harmonic 90 92.5 92.6667
Sag+harmonic 91.6667 91.6667 91.6667
Swell+flicker 89.1667 91.6667 96.6667
Sag+flicker 94.1667 95 95
Average classifica-
tion accuracy(%)

94.1667 94.5455 95.5606
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Table 3 shows a comparison of the total number of support vectors, running time and
the average classification accuracy for original SVM method, improved SVM method and
preliminary classification +improved SVM method. Table 3 shows that by using the
preliminary classification +improved SVM method, the total number of support vector
is reduced, which makes the calculation simple and improves the average classification
accuracy. Meanwhile, the classification time is reduced. The comparison results show
that the method that uses the preliminary classification +improved SVM method can
improve the average classification accuracy of power quality disturbances and have faster
classification speed.

Table 3. Comparison of different methods for the number of support vec-
tor, running time and average classification accuracy

The total num-
ber of support
vector

Running time(s) Average classifi-
cation accuracy
(%)

SVM 344 0.0918 94.1667
Improved SVM 328 0.0651 94.5455
Preliminary classifica-
tion +improved SVM

217 0.0311 95.5606

5. Conclusions. In this paper, a new classification method based on preliminary classi-
fication and improved SVM method is proposed. The new method firstly uses S transform
to obtain the threshold, and uses the threshold to classify disturbance signals into three
groups. Then proposes an improved kernel function as SVM kernel function to improve
its performance. Comparing with other methods, the new method has higher average
accuracy and smaller running time.
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