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Abstract. Deep neural network (DNN) techniques are utilised extensively to handle big
data problems as well as predicting missing information in retrieval systems. In this pa-
per, we propose a multimodal biometric retrieval system based on adaptive deep learning
vector quantisation (ADLVQ) that resolves big data and prediction problems. Intuitively,
each subject enrolled in the system is authenticated according to the required degree of
security determined by the administrator. We authenticate using not only one face and
fingerprint modality but also multi-sample, multi-instances face and fingerprints. The
proposed system utilises local gradient pattern with variance (LGPV) to extract the fea-
tures of the input modalities that are dynamically enrolled in the system. These enrolled
features are classified using DNN after quantisation using the K-means algorithm based
on prior learning vector quantisation (LVQ) knowledge. Further, the system assesses
the performance of the input features adopted with different scenarios taking the priority
of the enrolled features into consideration. The results of experiments conducted using
occluded black images from the SDUMLA-HMT and CASIA-V5 public standard datasets
with different blocks intercepting face images indicate that the proposed system is superior
to state of the art systems.
Keywords: Multimodal biometrics; Deep neural networks; Local gradient pattern with
variance; Adaptive deep learning vector quantisation; Face; Fingerprint.

1. Introduction. Security is essential for any system based on multimodal biometrics.
Such systems frequently require two or more biometric modalities for authentication. For
any expert system requiring high security levels, multi-instances biometrics is preferred to
protect the system against adversary attacks [1]. Detection of the evidence used by law
enforcement agencies in most countries around the world relies on face and fingerprint bio-
metric modalities. For retrieval systems, retrieving the information for multimodal, multi-
instances biometrics is very difficult, especially in large-scale applications [2]-[3]. More
specifically, there are two major problems affecting large-scale multi-biometric datasets.
The first problem is the search strategy used to retrieve the evidence stored in the data-
base, in which the modalities are queried against every identity stored in the database.
The second problem is the false acceptance rate (FAR), which significantly increases with
the size of the database. Classification and indexing schemes are typically used to filter
biometric databases. For example, Gyaourova and Ross [2] proposed an indexing method
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Figure 1. General schematic diagram for multimodal biometrics.

that generates an index code for each enrolled template (face and fingerprint) in order to
retrieve the probe image from the candidate list. The general structure of the most recent
multimodal biometric systems is shown in Figure 1. The structure consists of five fusion
levels, proceeding from the sensor level to the decision level in multimodal biometrics.
The data are compressed after fusion operations, as shown in Figure 2 [4].

Matching score level fusion (also called confidence or score level) is considered as the
most common fusion level in multimodal biometrics owing to the relationship between
the contents of the fused information and the classifier combination [5]. In this paper, we
propose a multimodal biometric system based on adaptive deep learning vector quantisa-
tion (ADLVQ) that addresses the retrieval problem. In addition, we address the occlusion
and interclass variation with different scenarios problems. The proposed system is based
on the characteristics and structure of the learning vector quantisation (LVQ) algorithm,
which is used to handle overfitting and memory problems. DNNs comprise a family of
machine learning algorithms that helps abstraction levels in data to employ the architec-
tures of multiple nonlinear transformations [3]. Vector quantisation is used to compress
the DNN parameters. This results in improvement of the system efficiency as it creates
a balance between model size and recognition rate. In this study, we utilised large-scale
databases from SDUMLA-HMT and CASIA-V5 which contain multi-sample face images
and multi-instances fingerprints. The main contributions of this paper are as follows:

• We propose a robust adaptive multimodal biometric system based on multi-sample
face images and multi-instances fingerprints.
• We integrate both gradient features and the variance histogram of input images to

address the problem of training and quantisation using LGPV.
• The proposed algorithm introduces the enrolled templates in both serial and parallel

fashion.
• We use vector quantisation based on K-means to tackle memory and overfitting

problems.
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Figure 2. Taxonomy of fusion levels in biometrics [4].

• We exploit the advantages of DNNs in both classification and feature extraction to
predict missing occluded data using the expectation maximisation (EM) algorithm.
• The proposed system can be utilised for information retrieval and to thwart spoofing

attacks.

The remainder of this paper is organised as follows: Section 2 presents related work.
Section 3 outlines our methodology. Section 4 discusses the experimental evaluations
conducted and analyses the results obtained. Section 5 concludes this paper and outlines
possible future work.

2. Related Work. Deep learning is defined as the composition of multiple layers based
on nonlinear operations by which data can be reconstructed from a number of hidden
levels. An architecture can be formulated using classical neural networks [6]. During the
training process, two major problems must be taken into consideration: (1) adaptation
of lower layers to provide upper layer settings, (2) adaptation of upper layers in order to
use the final lower layer that deeply requires unsupervised learning [7]. There are three
types of deep learning architectures: feed-forward, feedback, and bidirectional. Exam-
ples of feed-forward deep architecture include multilayer neural nets and convolutional
nets. Stacked sparse coding and deconvolutional nets are examples of feedback deep ar-
chitecture. Deep Boltzmann machine (DBM) and stack auto-encoder are examples of
bidirectional deep architecture [8]. A DNN can be established using more than one neural
network (NN) layer by stacking the NN layers towards the output layers inferred by the
overall process iterations [9]. Chen et al. [10] illustrates the construction of deep belief
network (DBN) that contains several hidden layers and the connections between each
layer. In general, DNNs can be used as feature extractors and/or classifiers. Further,
rectified linear unit (ReLU) and maxout functions can be used for network modifications.
To handle the optimisation problems, an adaptive learning rate can be introduced; fur-
thermore, dropout can be applied to prevent overfitting problems. Because deep learning
strategies need memory in some cases, the output of the hidden layer are stored and con-
sidered as another output in recurrent neural networks (RNN) [11]. Bruna and Mallat
[12] conducted mathematical model analysis for wavelet scattering networks based on deep
convolution networks for classification purposes. In some deep learning networks, the top
layers produce feature vectors that are vulnerable to perturbations that need quantisation
and dimensionality reduction (DR) [13]. Thus, deep quantisation for image retrieval, as
carried out by Cao et al. [14], is necessary. Wu et al. [15] proposed a semi-supervised
model for multimodal gesture recognition that depends on deep dynamic neural networks.
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They use a Gaussian Bernoulli DBN to extract skeleton features, and 3D convolutional
NNs for both depth and RGB extracted features. Further, they obtain emission probabil-
ities using HMM to produce gesture patterns for recognition. Ngiam et al. [16] proposed
a multimodal deep learning model based on audio and video sounds and presented three
learning settings: multimodal fusion using shallow learning, cross modality learning using
restricted Boltzmann machines (RBM), and shared representation learning using a DBN.
Ding and Tao [17] used convolutional neural networks for facial expression. Menotti et
al. [18] proposed a combination of both architecture and filter optimisation based on con-
volutional deep representation of iris, face, and fingerprint modalities to counter spoofing
attacks. They evaluated the convolutional deep architecture based on linear support vec-
tor machine (SVM) scores issued by each convolutional neural network layer. Lumini and
Nanni [19] conducted a detailed survey of the most recent combination techniques in bio-
metric matchers. They analysed the methodologies, architectures, and evaluation results
for both unimodal and multimodal biometric systems. Subsequently, they suggested deep
learning neural networks in multimodal biometric systems as a future direction. In this
section, we highlight the most recent multimodal biometrics and DNNs related to our
research.

2.1. Multimodal face and fingerprint modalities.

2.1.1. Face modality. In general, face images are represented as feature vectors that are
subject to indexing, searching, and ranking in feature space [3]. Lin et al. [20] proposed
orthogonal enhanced linear discriminant analysis (OELDA), which maps the higher di-
mension subspace of face images to lower dimensions, for face DR. Li and Suen [21]
handled the occlusion problem using dynamic rank representation with satisfactory re-
sults. Learned-Miller et al. [22] listed recent efforts to recognise and detect labelled face
images based on deep learning approaches. In [23], we proposed a multi-view face recog-
nition system based on application of Additive white Gaussian noise with different poses
and variation angles. In this paper, we propose an adaptive system for multi-sample face
images that handles interclass and poses variations based on DNNs. We also address
occlusion problems with different block size images.

2.1.2. Fingerprint modality. For fingerprint retrieval tasks, an indexing code is generated
using a set of predetermined fingerprints that are used to search the model index codes, as
accomplished by Gyaourova and Ross [24]. Nanni et al. [25] presented a combination of
fingerprint matchers with likelihood estimation based on statistical approaches. Peralta
et al. [26] conducted a detailed survey of fingerprint minutiae-based local matching tech-
niques. Kumari and JayaSuma [27] conducted a comparative analysis of these techniques.
Kumar et al. [28] proposed a fingerprint-matching algorithm based on extraction of the
orientation features of the ROI fingerprint. Their proposed algorithm uses Euclidean
distance to determine the distance between the extracted orientation features and the
stored images of fingerprints. Jain and Prasad [29] proposed a dynamic clustering-based
fingerprint-indexing scheme. Su et al. [30] proposed a learning-based fingerprint pose
estimation algorithm for indexing fingerprints into a common finger coordinate system.
Anush et al. [31] proposed an adaptive latent fingerprint segmentation method based on
random decision classification. In this paper, we propose using multi-instances finger-
prints to protect systems against spoof attacks. In the proposed system, five instances
representing one hand for each subject enrolled in the system are indexed based on the
extracted LGPV code with the class-enrolled number.



706 M. Y. Shams,S. H. Sarhan, and A. S. Tolba

2.1.3. Multimodal biometrics. In previous work [32], we conducted a comparative study
of the most common biometric traits, specifically, iris, fingerprint, finger vein, and face.
Neural classifiers can be separated into two groups: base classifiers and ensemble classi-
fiers. A base classifier is learned using a single feature and is trained using a single fixed
training database, while an ensemble classifier is formed from a combination of base clas-
sifiers [33]. Combined weak LVQ classifiers are integrated to enhance the overall accuracy
of the system, as in [34]. In [35], we used face, iris, and fingerprint multimodal biometric
traits to identify subjects purportedly claiming to be in the system. The system uses not
only multimodal biometric traits but also multi-sample face images, and multi-instances
iris and fingerprint images. The evaluation results were based on a validated SDUMLA-
HMT dataset with only 106 individuals and a fusion process based on majority voting
algorithm results from Combined LVQ classifiers. We expected the genuine acceptance
rate (GAR) to decrease when the iris traits were removed and the multimodal biometric
database expanded, as presented in this work. Marcialis et al. [36] proposed serial fusion
of face and fingerprint to tackle the drawback of parallel fusion. Biggio et al. [37] pro-
posed a system based on fusing face and fingerprint that protects against spoof attacks
by using confidence level to distinguish genuine users. Poh et al. [38] proposed a criterion
for ranking users based on the training scores of the ranked subjects. Shekhar et al. [39]
proposed a multimodal biometrics based on joint sparse feature level fusion of face, iris,
and fingerprint. Bharadwaj et al. [40] proposed an adaptive biometric system based on
selection of the best biometric matcher to verify the identity of individuals. Nguyen et
al. [41] presented a Dempster-Shafer (D-S) theory-based model for multimodal biomet-
rics in uncertainty factors. Their evaluation results are related to the combination of the
quality measures for the input data and classifier based on D-S theory. D-S can be used
to enhance the overall performance of a system based on multiple rejection strategies, as
in [42]. Wild et al. [43] demonstrated fusion of face and fingerprint scores with liveness
scores based on 1-median filtering as spoofing-resistant against sum-rule. Chen et al. [44]
also proposed a multimodal biometrics recognition system based on local fusion of visual
features and an extreme learning machine (ELM). They use an algorithm to delete the
undesired duplicated features and keep only the required features in local visual features
by assigning the input weights randomly. In general, there are two strategies for multi-
modal biometrics fusion: parallel fusion, which depends on matching scores, and serial
fusion. In this paper, we present both serial and parallel fusion of face and fingerprint.
Furthermore, we propose an ADLVQ system that quantises the observed features and
produces codewords using the K-means algorithm. Evaluation scores are obtained based
on the K-NN algorithm and the EM algorithm for the unobserved data.

3. Methodology. In this section, we present the structure of the proposed system and
describe the main objective of each stage in the overall system. The general framework of
the proposed system is shown in Figure 3. The main parts determine the overall perfor-
mance of the proposed system in both training and testing phases. They are enrollment,
preprocessing, feature extraction, and ADLVQ classifier.

3.1. Enrollment phase. The acquisition process is typically the first step in any generic
biometric system. In this step, each subject starts to deal with the biometric system
by acquiring biometric evidence. The enrollment involves the generated templates and
storing of the resulting templates in the database after following the preprocessing and
feature extraction stages. Failure to enrol (FTE) is one of the important benchmarks for
measuring the performance of biometric systems. Designing ergonomic and convenient
graphical user interfaces (GUIs) can efficiently lead to lower FTE [4]. In this paper,
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Figure 3. General schematic diagram for the proposed multimodal bio-
metric system based on ADLVQ..

we implemented a GUI that acquires subjects’ modalities in both parallel and series
fashion. In the training phase, we have four cases produced by enrolling the acquired
face and fingerprint modalities, as shown in Table 1. Case 0 is the initial case, in which
the evidence are prepared to enrol the biometric traits to the system and the previously
trained modalities cleared. In Case 1, each person entered into the system submits their
fingerprints, and the system enrols five instances for one hand simultaneously. Case 2
enables users to enrol three face modality samples in parallel. Finally, in Case 3, 15
concatenated templates representing multimodal face and fingerprint biometric traits are
gathered and stored in the database. Three distinct databases are created and indexed
based on Cases 1, 2, and 3, respectively, for each enrolled subject, as shown in Figure 3.

Invariably, the enrollment process in the training phase consumes more time to ensure
non-repudiation authentication. Thus, the system acquires and produces the templates
in parallel (i.e., parallel acquisition), which helps to reduce the time consumed. In order
to retrieve the templates from the database, each template is indexed using the main
information associated with the generated templates and the class number of each person.



708 M. Y. Shams,S. H. Sarhan, and A. S. Tolba

Table 1. Possible four cases for acquiring face and fingerprint modalities

Case
Face

modality
Fingerprint

modality
Function

0 N N Initialise the training network
1 N Y Input five fingerprint instances for training
2 Y N Input three face samples for training

3 Y Y
Input 5f ingerprint × 3face concatenated
fingerprint,and face biometric traits, respectively

The problem of spoof attacks is tackled in accordance with two possible scenarios, for
which the procedure in the system is adapted. In the first scenario, the user enrols his/her
face first and needs one or more instances of fingerprint modalities; in the second, the user
first enrols one or more fingerprint instances and needs one or more face modality samples,
as shown in Figure 4. The proposed system ensures that the probability of the system
suffering from spoof attacks will be low as long as it randomly chooses the second of one
or more traits given the first modality. For example, if the user enrols his/her face first
and then wishes to enter the system, the system will respond dynamically by choosing
one or more fingerprint modalities to be concatenated with the face image generated by
one of the fifteen concatenated pre-stored templates in the database. Any hacker must
have fifteen concatenated templates in order to break the security of the system against
spoof attacks. Thus, such an attack is unlikely to succeed as the liveness inspired by Wild
et al. [43] is required.

3.2. Preprocessing and Feature extraction. : The preprocessing is based on our
prior work in [35]. We tested our system using a well-known local binary pattern (LBP)
variant to extract the gradient information of the input image, called local gradient pattern
(LGP), The gradient information of the preprocessed images was successfully extracted
using the LGP operator, which is insensitive to global intensity variations of the input
images [45]. Figure 5 shows the calculation of the LGP operator for a 3×3 image [46].
Recently, research on gradient information, such as local gradient probabilistic pattern
(LGPP) [47] and gradient weighted histogram of local binary pattern (GWH-GLBP)
[48], has attracted increased attention. The approaches seek to overcome the drawbacks
associated with LBP. In this work, we modified the variance histogram of the LGB to
obtain local gradient pattern with variance (LGBV), in order to integrate both gradient
features and the variance histogram of input images to address the problem of training and
quantisation presented by Guo et al. [49]. Following application of the LBPV operator
to the LGB, the resulting LGPV code is determined by the following equations:

LGPP,R =

p−1∑
p=0

s(gp − gc)2p (1)

S(x) =

{
1, x ≥ 0

0, x < 0
(2)

u =
1

P

p−1∑
p=0

gp (3)

V ARP,R =
1

P

p−1∑
p=0

(gp − u)2 (4)
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Figure 4. Testing phase of the proposed ADLVQ system with two scenar-
ios: a) user enrols face samples first. b) user enrols fingerprint instances
first.

Figure 5. Example of 3×3 LGP operator computation.

LGPVP,R(k) =
N∑
i=1

M∑
j=1

w(LGPP,R(i, j), k), k ∈ [0, 1] (5)

w(LGPP,R(i, j), k) =

{
V ARP,R(i, j), LGPP,R(i, j) = k

0, otherwise.
(6)

where P is the sampling pixel with radius R, and gc and gp are the grey value of the
central pixel and the grey value of the pth neighbour, respectively. In this work, there are
a number of possible inference forms. They are as follows: (1) Consider that the input face
training images for one subject are Ix1, Ix2, and Ix3, and the input fingerprint instances for
one subject are Iy1, Iy2, Iy3, Iy4 and Iy5. (2) The extracted features resulting from the face
and fingerprint are normalised using Z-score normalisation, and the concatenated features
resulting from fusing of face and fingerprint are selected (see Figure 6). The summarised
indexing and templates storage steps are as follows:

1. Each extracted template from LGPV is normalised using z-score normalisation.
2. Each template is indexed based on its class number.
3. Template = Class no. + LGPV Code.
4. The templates are stored in [DBface, DBfingerprint, and DBfused]
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Figure 6. Extracted features for face, fingerprint, and the concatenated
templates for one to N subjects.

3.3. Adaptive Deep Learning Vector Quantisation (ADLVQ). DNNs are one of
the most popular approaches for handling the problem of feature extraction and classifi-
cation. Sparse representation of the input images and prediction of the absent features
of an object are the main challenges in computer vision and pattern recognition. Dealing
with large-scale databases and consuming minimum processing time to retrieve image in-
formation are also very important challenges faced by researchers in the image-processing
field. In this paper, we propose ADLVQ for classifying the input extracted templates.
Vector quantisation is used to handle the overfitting and time consumption problems.
The extracted features from LGPV are quantised and clustered using the K-means algo-
rithm presented by Huang et al. [50]. Practically, dimensional reduction of the features
is desired without significant loss of template information. Principal component analysis
(PCA), Dual PCA, and K-means are very common DR approaches. In this study, we
adopted K-means as an unsupervised DR algorithm to cluster a set of features into K
sets (clusters) while ensuring that the points in each cluster are close to each other. The
approximated data are given by oi ≈ µζi . ζi ∈ {1, 2, ..., K} is an index that identifies

which of the K prototype vectors {µk}Kk=1 approximates the ith example. Equation (7)
defines the assignment of the prototype vector optimisation. Equation (8) minimises the
cost function based on an alternative strategy to the to the nearest prototype. Thus, the
prototypes are updated as in Equation (9), where δ(0) returns one when its argument is
zero, and returns zero otherwise [51] [52].

∧
µ 1...K ,

∧
ζ 1...I = arg min

µ,ζ

[
I∑
i=1

(oi − µζi)
T (xi − µζi)

]
(7)

∧
ζ i = arg min

ζi

[
(oi − µhi)

T (xi − µζi)
]

(8)

∧
µK = arg min

µK

[
I∑
i=1

(oi − µhi)
T (xi − µζi)

]
(9)
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∧
µK =

I∑
i=1

oiδ [ζi − k]

I∑
i=1

δ [ζi − k]

(10)

The resulting clustered feature vector o1, o2, ...on are the observed features of the visible
layer in the DNN, which is constructed by stacking more than one RBM layer. Maximum
likelihood is used to estimate the RBM given the observed training data. The inference
of the RBM is theoretically similar to the inference of a single-layer neural network [9]
[53]. Equation (11) shows the vector representation of a single-layer neural network.

h = σ(wTo+ b) (11)

where o is an observed visible feature, w is the weight, and b is a constant. Dimensionality
reduction is achieved by minimising the difference between the output data and the teach-
ing data (t) that occur when estimating the weights w and the bias b given the objective
function I(θ), as in Equation (12). The gradient is computed via partial differentiation of
the object function, as in Equation (13). It is calculated using back-propagation, which
is difficult to implement but is computationally more efficient, in order to simplify the
implementation of the differential approximation in Equation (15).

I(θ) =
1

2

∑
k

h
(L)
k (o; θ)− tk)2 (12)

∂I

∂θi
= lim

ε→0

I(θ + εψi)− I(θ)

ε
(13)

ψ =

{
1, ithelement

0, otherwise
(14)

∆iI =
I(θ + εψi)− I(θ)

ε
(15)

Note that ∂I
∂θi

= ∆iI for small ε. The practical parameters are updated and the differen-
tial approximation depends on the gradient, weight decay, and momentum, as shown in
Equations (16) and (17).

θ(t+1) = θ(t) + ∆θ(t) (16)

∆θ(t) = −η∂I
∂θ
− λθ(t) + ν∆θ(t−1) (17)

where η, λ , and ν are the learning rate, weighted decay rate, and the momentum rate.
Note that these parameters are empirically determined [54]. The probabilistic and energy
models of the RBM are given by Equations (18), (19), (20), and (21).

P (o, h; θ) =
1

Z(θ)
e−(E(o,h;θ)) (18)

E(o, h; θ) = −
∑
i,j

oiwi,jhj−
∑
j

bjhj −
∑
i

cioi (19)

E(o, h; θ) = −oTWh− bTh− cTo (20)

Z(θ) =
∑

o,h∈{0,1}

e−(E(o,h;θ)) (21)
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Equations (22) and (23) computes the posterior probability over the hidden variable hj
using conditional probability P (hj| o; θ) (inference model):

P (hj| o; θ) =
P (o, h; θ)∑

h∈{0,1}
P (o, h; θ)

=

∏
i e
cioi

(∏
j e

∑
i oiwi,jhj+bjhj

)
∏

i e
cioi

(∏
j

∑
hj∈{0,1}

e
∑

i oiwi,jhj+bjhj

) (22)

P (hj| o; θ) =
e
∑

i oiwi,jhj+bjhj∑
hj∈{0,1}

e
∑

i oiwi,jhj+bjhj
(23)

The EM algorithm provides sufficient information to use the RBM to fit parameter θ in
the model, as in Equation (24), and is applied to handle the unobserved hidden data [51].

∧
θ = arg max

θ

J∑
j=1

logP (o, h; θ) (24)

In this paper, we use two modalities: face samples and multi-instances fingerprints. The
extracted features based on LGPV are first clustered and quantised using the K-means
algorithm. The clustered features are then the visible layer of the DNN. The DNN is
formulated by stacking RBM layers. The construction of hidden layers hj is based on
the Sigmoid function, whereas the output layer represents a softmax layer for the DNN.
Consider N activations for each class such that an = ϕTno, where {ϕn}Nn=1 are the parameter
vectors. The softmax of N activation parameter vectors is found using Equation (25) [51]:

softmax [a1, a2, ...aN ] =
ean∑N
j=1 e

aj
(25)

The codewords learned by DNN are generated based on production of bag of words (BoW)
by the K-means algorithm. Recognition is realised in the decision step by which the classes
are produced by clustering the entered feature vectors of the observed template using the
K-means algorithm. For supervised data, we obtain the matching scores of the BoW using
a fast K-nearest neighbour (KNN) algorithm [55]. In this paper, we propose an algorithm
that switches between two schemes: a parallel scheme in which subjects are enrolled
simultaneously, see Figure 3, and a sequential scheme in which the system dynamically
chooses one or more biometric traits given the acquisition template of each subject, as
shown in Figure 4. Vector quantisation (VQ) is utilised to compress the input data and
then the resulting codewords are learned by deep learning (DL). The proposed system
is adaptive as the output of the system depends fundamentally on the input features.
The procedural parameter adaptively receives any data that will be updated and affected
by the input features. Any missing features or unobserved data undergo feedback to be
adapted using vector quantisation and DNN classifier. The overall steps in the proposed
system are summarised in Algorithms 1.
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Algorithm 1 Adaptive Deep Learning Vector Quantisation (ADLVQ)

Input: Set of feature vector results from LGPV. Let N be the total number of enrolled
subjects:

• ox = Fx = {Fx1, Fx2, Fx3}Nn=1 Extracted face samples.

• oy = Fy = {Fy1, Fy2, Fy3,Fy4,Fy5}Nn=1 Extracted fingerprint multi-instances.

• oz = Fxy = {Fx1y1, . . . . . . ..Fx3y5}Nn=1 Concatenated face and fingerprint templates.

Initialisation: Pre-train the network parameters ox, oy, and oz through the DNN layer
by layer; Set the weights, W, to zero; Quantise the observed vectors, o using the
K-means algorithm, given oi ≈ µζi .

Procedure:

1. Set the vector representation of a single-layer RBM network h = σ(wTo+ b)

2. Calculate the gradient information of the observed FV templates ∆iI = I(θ+εψi)−I(θ)
ε

3. Update approximation FV based on the gradient, weight decay, and momentum
θ(t+1) = θ(t) + ∆θ(t), ∆θ(t) = −η ∂I

∂θ
− λθ(t) + ν∆θ(t−1)

4. Determine the inference model based on posterior probability over the hidden

variable, hj: P (hj| o; θ) = e
∑

i oiwi,jhj+bjhj∑
hj∈{0,1}

e
∑

i oiwi,jhj+bjhj

5. Use expectation maximisation (EM) to provide sufficient information to handle the

unobserved hidden data:
∧
θ = arg max

θ

J∑
j=1

logP (o, h; θ)

6. Apply the softmax of N activation parameter vectors:
softmax [a1, a2, ...aN ] = ean∑N

j=1 e
aj

7. Generate the codewords using the K-means algorithm to produce BoW vector
representation.

8. Use K-NN to classify the input BoW.
9. Determine the similarity metric between the query qi and stored oi templates using

Euclidean distance with dynamic metric adaptation, called the asymmetric

quantiser distance (AQD): AQD =
N∑
n=1

‖(qi − oi)‖22
Output:

1. Matching scores for each class S = (S1,...Sn).
2. A decision (Accept/Reject) based on confidence level.

4. Experimental Evaluations. To investigate the efficacy of the proposed ADLVQ-
based system for personal verification, we evaluated it on two publicly available face
and fingerprint databases: SDUMLA-HMT [56] and CASIA-V5 [57]. SDUMLA-HMT is
a multimodal biometric database containing five biometric modalities, face, fingerprint,
finger vein, iris, and gait, from 106 individuals. CASIA-V5 contains face and fingerprint
and is used as a chimeric multimodal dataset with 500 subjects. We utilised it to evaluate
the performance of the proposed system with a large-scale database, see Table 2. The
total number of face images contained in the SDUMLA-HMT dataset is 8904. We utilised
only 424 face images: 318 (= 106 × 3) face images for training and 106 for testing, as we
took three poses for training and randomly chose another different pose image to test the
overall collected number of face images.

We collected 530 fingerprint images (= 106 × 5) for training and another 530 for testing,
with five fingerprint instances per subject. Ideally, in order to prove the superiority of
the proposed system over the state of the art, a large-scale public multimodal biometric
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Table 2. Number of images collected for reference databases SDUMLA-
HMT and CASIA-V5.

Public
database

Modality Overall DB
No. of
trained
images

No. of
tested
images

No. of
collected
images

Total
No.
of

subjects
SDUMLA

-HMT
Face 8904 318 106 424

106
Fingerprint 25440 530 530 1060

CASIA-V5
Face 2500 1500 1000 2500

500
Fingerprint 20000 2500 2500 5000

Table 3. Hyperparameter values for the ADLVQ network

Hyperparameters Values
Input data number for one modality (Face or Fingerprint) 512
Input data number for concatenated Face and Fingerprint 1024
Output number 16
Hidden number 8
Input number 4
Maximum iteration number (no. of epochs) 200
Initial momentum 0.5
Final momentum 0.9
Weight cost 0.002
Learning rate 0.01

database is required. Unfortunately, however, to the best of our knowledge, SDUMLA-
HMT is the only free multimodal biometric database that collects face and fingerprints
from the same subject. Therefore, we empirically evaluated our results using CASIA-V5
as a heterogeneous database. We utilised 2500 (= 5 × 500) face images from CASIA-
V5-1500 (= 3 × 500) for training and 1000 (= 2 × 500) for testing. Further, we utilised
5000 fingerprints-2500 (= 5 × 500) for training and another 2500 for testing (note that the
number of fingerprint instances was five). In the training phase, following extraction of the
features using LGPV we obtained the feature vectors, which are the input patterns to the
ADLVQ classifier. As shown in Figure 3, the templates were produced and normalised to
512 FV length, after which the features were encoded, indexed, and stored in the template
database. The construction of ADLVQ is based on the following hyperparameters that
are empirically fixed through the experimental evaluation results, as shown in Table 3.

In the testing phase, to compare the probe features against the gallery templates stored
previously in the database, we utilised Euclidean distance with dynamic metric adapta-
tion, called asymmetric quantiser distance (AQD), to measure the distance scores. By
using matching scores, we determine the similarity for smaller values of the Euclidean
distance scores in the case of concatenated templates that fuse both face and fingerprints.
In general, the experimental results are based on determination of the factors FAR, FRR,
and error rate (ERR) for different threshold values. FAR and FRR are calculated based
on the generated matching scores for all possible genuine and imposter subjects as follows:

1. FAR: Probability that the system will accept an imposter. This value is obtained
by determining the ratio of the match count (MC) to the total number of imposter
persons (IP) based on matching scores.
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Figure 7. FAR/FRR versus various threshold values for average face sam-
ples, (a) and (d); fingerprint instances, (b) and (e); and concatenated face
and fingerprint, (c) and (f), for SDUMLA-HMT and CASIA-V5, respec-
tively.

2. FRR: Probability that the system will reject a genuine subject using mismatch count
(MMC) to the total number of genuine persons (GP).

3. Determination of the threshold value, which is a measure of the acceptance or re-
jection of biometric data (face and/or fingerprint), according to the matching score
falling above or below the threshold.

4. Equal error rate (ERR) is defined as the intersection between FAR and FRR, where
FAR is equal to FRR. A smaller ERR ensures a more precise biometric system.

Figure 7 shows the variations of both FAR and FRR against the threshold values using
the average values of face samples and fingerprint instances obtained for the SDUMLA-
HMT and CASIA-V5 databases. The results are based on parallel acquisition of the bio-
metric traits for face, fingerprint, and the concatenated features. It can be seen that the
concatenated face and fingerprint have a very small ERR of 0.12 in the case of SDUMLA-
HMT and 0.3 for CASIA-V5. Further, Figure 8 shows a plot of the receiver operating
characteristic (ROC), which measures the classification performance of the proposed sys-
tem, for the GAR against the FAR in the presence of multi-sample face images and
multi-instance fingerprints for SDUMLA-HMT and CASIA-V5. Note that the average
values of the fifteen fused concatenated features of both the face and fingerprint are used.
The experimental results demonstrate the efficiency of the proposed system in terms of
retrieval information based on the probe features in the testing phase. As mentioned in
Section 3.1, two possible scenarios are covered. The first scenario covers a person trying
to enter the system with one or more of his/her biometric traits and the administrator
wishing to protect the system against spoof attacks. In this scenario, it is assumed that
the person has enrolled his/her face first and so the system randomly requests the other
one or more traits of the multi-instance fingerprint, as shown in Figure 4-a. In the second
scenario, the multi-instances are first enrolled and the system randomly requests one or
more face image samples, see Figure 4-b. Figure 9 shows the results obtained for the
stated scenarios on the SDUMLA-HMT and CASIA-V5 datasets.
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Figure 8. ROC curves showing the performance of multi-sample face im-
ages and multi-instances fingerprints for the (a) SDUMLA-HMT and (b)
CASIA-V5 datasets.

Figure 9. ROC curves showing the performance for fused face and finger-
print as follows: (a) and (c) Probability of multi-instances fingerprints given
face samples being first enrolled for the SDUMLA-HMT and CASIA-V5
datasets, respectively; (b) and (d) Probability of multi-sample face images
given multi-instance fingerprints being first enrolled for the SDUMLA-HMT
and CASIA-V5 datasets, respectively.

Note that P(Fy1/Fx1) signifies the conditional probability of fingerprint number 1 given
the probability of face sample number 1. It is calculated as in Equation 26:

P

(
Fy1
Fx1

)
=
P (Fy1, Fx1)

P (Fx1)
=
Pconcatenated ( Fx1, Fy1)

P (Fx1)
(26)



Adaptive Deep Learning Vector Quantisation for Multimodal Authentication 717

Figure 10. ROC curves showing the average values for face samples given
fingerprint instances and for fingerprint instances given face samples on the
(a) SDUMLA-HMT and (b) CASIA-V5 datasets, respectively.

Figure 11. ROC curves demonstrating the performance of occluded face
images with different block sizes (2×2, 3×3, 4×4, 5×5, 6×6) on the (a)
SDUMLA-HMT and (b) CASIA-V5 datasets, respectively.

The GAR with respect to the FAR variations is obtained using Equation 27:

GAR(%) =

[
1−

(
Pconcatenated ( Fx1, Fy1)

P (Fx1)

)]
× 100 (27)

where Pconcatenated ( Fx1, Fy1) can be determined as the probability of mismatching the
concatenated face and fingerprint representing the authorised subjects, and P (Fx1) is the
probability of mismatching the face sample for an authorised person. For simplicity, we
compute the average of the GAR for the fifteen concatenated features based on the two
scenarios presented, as shown in Figure 10. To evaluate the ability of our proposed system
to predict missing and/or contaminating features resulting from occlusion of face images,
we utilised 50 occluded face images for 50 subjects from SDUMLA-HMT and CASIA-
V5, respectively. GAR is affected by the block size used to occlude the face image; it
decreases as block size increases, as shown in Figure 11. It can be seen that our system
achieved satisfactory results in its prediction and handling of the occlusion problem based
on the EM algorithm for the tested occluded face images. What about fused face and
fingerprint or, in other words, the probability of obtaining fingerprints given the occluded
face image? In multimodal biometrics, the overall performance is enhanced. Thus, we
attempt to prove that using the concatenated face and fingerprint. As shown in Figure
12, there is a slight improvement in GAR when obtaining the fingerprint instances given
face-occluded samples.

Table 4 compares the proposed system with well-known statistical approaches: SVM,
linear discriminant analysis (LDA), PCA, combined learning vector quantisation (CLVQ),
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Figure 12. ROC curves showing the performance of concatenated face
fingerprint given occluded face images with different block sizes (2×2, 3×3,
4×4, 5×5, 6×6) on the (a) SDUMLA-HMT and (b) CASIA-V5 datasets,
respectively.

Table 4. Comparative evaluation of the proposed system based on face
and fingerprint modalities on the SDUMLA-HMT and CASIA-V5 datasets
with different fusion strategies.

Approaches
Fusion

Strategy
SDUMLA-HMT CASIA-V5

Face Fingerprint Fused Face Fingerprint Fused

CLVQ
WS 87.58 89.86 94.72 90.34 88.64 94.01
WP 86.25 88.65 93.02 89.54 87.21 93.54
BC 87.35 87.78 92.54 88.00 87.06 93.40

CRBF
WS 86.24 87.69 90.25 88.65 88.21 90.24
WP 84.30 86.56 89.32 85.01 84.35 87.12
BC 85.99 85.07 89.64 87.32 83.99 88.87

SVM
WS 90.25 91.65 93.64 91.25 88.65 93.54
WP 89.21 89.10 93.08 89.12 87.05 92.16
BC 90.15 89.24 93.52 90.69 88.61 92.98

LDA
WS 88.54 89.34 90.45 84.49 86.54 89.94
WP 87.06 88.24 90.25 84.36 86.17 89.25
BC 88.00 88.23 90.00 84.09 86.27 89.57

PCA
WS 85.64 87.67 92.45 81.34 85.54 88.28
WP 84.24 86.25 91.64 80.34 84.64 87.64
BC 85.00 86.69 92.00 80.95 84.65 88.00

ADLVQ
(Proposed)

WS 92.96 94.65 96.76 92.35 89.22 95.17
WP 91.89 93.56 95.87 91.65 89.12 95.01
BC 92.00 94.00 96.00 92.20 89.00 95.02

and combined radial basis function (CRBF)a classical neural network approach. We tested
the proposed system using different fusion strategies on the confidence level by calculating
the weighted sum (WS), weighted product (WP), and Borda count (BC) for each resulting
matching scores. The comparison was performed using the SDUMLA-HMT and CASIA-
V5 datasets and the same protocols presented in this paper. The efficiency of the different
parts of the proposed system in both training and testing are shown in Table 5.

5. Conclusions and Future work. Classical neural networks are currently suffering
from multiple problems, such as big data causing memory problems and information
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Table 5. Efficiency of different parts of the proposed system in training
and testing phases

Efficiency Training Testing
Enrollment 99.05 99.15
Preprocessing 98.24 98.38
Feature extraction 96.54 96.98
ADLVQ classification 95.15 95.17

retrieval problems. In this paper, we proposed an adaptive deep learning vector quanti-
sation (ADLVQ)-based system to overcome these problems. The proposed system uses
not only multimodal biometrics to fuse both face and fingerprints but also multi-sample
face images and multi-instances fingerprints. With deep neural networks (DNNs) being
considered as one of the most crucial steps to solving big data problems, we leveraged
prior knowledge of the learning vector quantisation algorithm to handle the memory and
overfitting problems. Thus, we applied the K-means algorithm for vector quantisation
and clustered the input features of DNNs. We also utilised a stacked RBM to formulate a
DNN by which the vectors are quantised using Kmeans to generate the codewords. The
successive vectors are often not independent, thus we used adaptive vector quantiser in
order to match the observed features of the input templates learned by ADLVQ classifier.
We further utilised KNN to classify BoW, the output of the DNN. The experimental
results obtained indicate that the proposed system selects the input features according to
enrolled users based on serial and parallel structures. We also utilised sparse representa-
tion of the occluded face images to prove the ability of the proposed system to predict
the missing features in the form of block images of various sizes. The empirical results
obtained indicate that the system is able to handle the occlusion problem using the EM
algorithm. In future work, we plan to use disguised face image datasets based on both
thermal and video images. We will also address the problem of a significant decline in
the results for occlude fingerprint images by using convolutional DNNs. The primary
goal of our proposed system is to retrieve the information adopted by the enrolled user.
The proposed system sequentially selects one biometric trait and randomly concatenates
another trait to counter spoof attacks. As a result of the availability of raw materials to
use in cases of counterfeiting, the user may have as many as fifteen concatenated features.
Thus, we propose to add liveness parameters to the system in future work.
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