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Abstract. Reversible data hiding belongs to one of the applications of digital rights
management (DRM). Among the DRM applications, watermarking or data hiding tech-
niques work along with encryption algorithms. Nowadays, people tend to capture images
with smart phones, and then they can transmit the images online instantly. Therefore,
DRM relating issues can be directly applicable to protect the copyright of multimedia con-
tents, and methods with reversible data hiding have also been developed. For reversible
data hiding, we can look for the marked quality of multimedia contents, the number of
secret bits for embedding, and the overhead for decoding to serve as performance assess-
ments. We employ prediction techniques to produce the predicted image, and then to
calculate the differences between original image and predicted one. We embed multiple
bits at a time based on the characteristics of images to look for enhanced amount of
capacity. Simulation results have pointed out the enhancement in embedding capacities,
and the improvements in overall performances over relating methods in literature.

Keywords: Reversible data hiding, Prediction, Multi-bit embedding.

1. Introduction. Digital rights management (DRM) forms an important part in mul-
timedia systems [1, 2]. Due to the widespread use of smart phones or tablets, and the
availability of easily accessed wireless networks, people tend to view the multimedia con-
tents with browsers, or capture images and share them online with social networking
service instantly. Based on the observation that the vast amount of multimedia files
transmitted over the Internet, DRM issues such as copyright protection have attracted
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more and more attention, and reversible data hiding, working together with encryption-
relating techniques [3, 4], has become an interesting topic in this field.

Reversible data hiding lies under the umbrella of watermarking. It owns the character-
istics of ‘reversibility’ [5, 6]. It means that secret information can be hidden into original
images with the algorithms devised by researchers, and the marked image can be produced
at the encoder output, just like conventional steganography techniques. At the decoder,
due to ‘reversibility’, embedded secret and original image should be perfectly separated
from marked image, with the possible provision of side information. Thus, how to keep
the reversibility of devised algorithm would be the major concern for research [7, 8].

Besides the requirement of reversibility, there are other performance metrics to assess
the effectiveness of algorithms in reversible data hiding. Marked image quality would
be the major concern for the design of algorithms because the marked image should
look alike the original one subjectively. Regarding to the objective measures of image
quality, the peak signal-to-noise ratio (PSNR) is commonly employed. Larger PSNR
values imply better quality of marked images [9, 10]. In addition, the size of secret
information, or the number bits for embedding, also called the capacity, should also be
observed. For embedding the larger amount of capacity, more alteration to the original
image can be expected, and hence the more degradation to the marked image quality might
be resulted [11, 12]. In this paper, we aim at devising algorithms for the enhanced capacity
with acceptable quality of marked images. Furthermore, the possible overflow in the
marked image after secret embedding may also be encountered. To keep the reversibility,
side information, such as the location map (LM), may need to be recorded to avoid
possible overflow occurred [13, 14]. Hence, the tradeoff among the marked image quality,
the capacity, and the side information should be considered for the design of reversible
data hiding algorithms.

In this paper, we aim at the enhancements of embedding capacities for prediction-based
reversible data hiding. Unlike embedding one bit at a time, we propose to embed multiple
bits at a time with the alteration of difference values between the predicted image and
the original one. Relationships between embedding capacity and marked image quality
can be compared with the simulation results provided.

This paper is organized as follows. In Sec. 2, we briefly describe two methods with
the use of prediction-based difference alteration for reversible data hiding. In Sec. 3, we
propose to embed multi-bit at a time to look for enhanced capacity. We also perform com-
parisons to relating papers with multi-bit embedding in literature. Experimental results
are demonstrated in Sec. 4, and enhancements in capacity can be observed. Proposed
methods perform generally better than conventional ones in literature. Finally, we give
the conclusion of this paper in Sec. 5.

2. Conventional Schemes. Conventional schemes in reversible data hiding can be clas-
sified into two categories by considering the inherent characteristics of original images.
The first one is by modifying the difference value between neighboring pixels [15, 16]
based on the local characteristics of original images. And the other is by altering the
histogram of original image [17, 18] by considering the global characteristics. Both of
them have their advantages and drawbacks. For the former category, large amounts of
bits can be expected for hiding. On the other hand, for the latter category, it is famous
for guaranteed quality of marked image with low overhead produced.

For the assessment of reversible data hiding algorithms, the reversibility should be
guaranteed. Next, the marked image quality can be measured with the peak signal-to-
noise ratio (PSNR) with the unit of decibel (dB). Larger PSNR value implies better image
quality. Thirdly, the amount of secret bits for hiding, called capacity, can be expected
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as large as possible. For fair comparisons, we can use the ratio between the number of
secret bits and the size of original image, with the unit of bit per pixel (bpp), to present
the capacity. Finally, for guaranteed reversibility of algorithm, some side information or
overhead should be required. The side information should be as few as possible.

We may tend to develop the reversible data hiding algorithm with the advantages from
both the categories, including large number of bits for hiding, guaranteed quality, and
small amounts of overhead. Therefore, by use of some kind of difference values with the
histogram alteration method seems an applicable approach. Because the marked image is
expected to look like its original counterpart, we may produce a predicted image to help
hiding the secret bits. With the proper alteration of the difference histogram between
original and predicted images, large amounts of secret bits can be embedded, and then
the marked image can be produced.

There are lots of prediction schemes in literature. Considering the ease of implemen-
tation, we choose two schemes [19, 20] for performing reversible data hiding. They are
briefly described as follows.

Method 1. In Method 1, we employ the concept from [19]. Suppose the original image
I has the size of M ×N . The first row and the first column of original image I (x, y) are
reserved as reference pixels. Predicted image can be calculated with

Î (x, y) =

⌊
1

2
(I (x− 1, y) + I (x, y − 1))

⌋
. (1)

Next, the difference between the two can be calculated by

d =
∣∣∣I (x, y)− Î (x, y)

∣∣∣ . (2)

With the chosen threshold T for embedding the secret bit b, pixel values in the marked
image I ′ (x, y) can be derived from one of the two cases below.

• If d ≤ T , the secret bit b can be embedded, and then I ′ (x, y) can be calculated by

I ′ (x, y) =

{
Î (x, y) + 2d + b, if Î (x, y) < I (x, y) ;

Î (x, y)− 2d− b, otherwise.
(3)

• If d > T , the secret bit cannot be embedded, and then I ′ (x, y) can be represented
by

I ′ (x, y) =

{
Î (x, y) + T + 1, if Î (x, y) < I (x, y) ;

Î (x, y)− T − 1, otherwise.
(4)

For the original image with the size of M ×N , because the first row and the first column
are kept unchanged to serve as the reference, only (M − 1) × (N − 1) pixels may be

suitable for data embedding, leading to the maximal capacity of (M−1)×(N−1)
M×N bpp. Hence,

the maximal capacity would be expected to be less than 1 bpp with the method in [19].

Method 2. In Method 2, we choose the idea from [20]. The concept of image subsampling
can be employed [17]. We use one simple example with the original image size of 4× 4 to
describe the image prediction scheme. In Fig. 1, each small square represents one pixel.

In Fig. 1(a), pixels in green, denoted by R1 to R4, represent the reference pixels. Re-
maining pixels in white, denoted by E1 to E12, represent the embeddable pixels. In
Fig. 1(b), with the reference pixels, and by use of bilinear interpolation, the interpolated
pixels I1 to I12 shown in red and yellow, which correspond to the pixel positions in white,
can be obtained. Next, difference values, d, can be obtained with the subtraction between
Fig. 1(a) and Fig. 1(b), and then the difference histogram can be acquired. With the
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(a) (b)

Figure 1. (a) The 4× 4 original image. Pixels in green are reference pix-
els, and remaining pixels are embeddable pixels. (b) The predicted image.
Pixels in yellow are predicted from their counterparts in Fig. 1(a).

pre-determined threshold T for embedding the secret bit b, embeddable pixels can be
modified with the following.

• If |d| ≤ T , the embeddable pixels after modification can be represented by

E ′l = Il + 2d + b. (5)

• If |d| > T ,

E ′l =

{
El + (T + 1) , if d ≥ 0;
El − (T + 1) , otherwise.

(6)

Next, in order to look for the increased embedding capacity, we can also check whether
the reference pixels can be embeddable or not. By following Eqs. (5) and (6):

• If |d| ≤ T , the embeddable pixels after modification can be represented by

R′l = E ′l + 2d + b. (7)

• If |d| > T ,

R′l =

{
Rl + (T + 1) , if d ≥ 0;
Rl − (T + 1) , otherwise.

(8)

Again, corresponding to Method 1 in [19], the maximal capacity would be expected to be
less than 1 bpp with Method 2 in [20].

3. Multi-Bit Reversible Data Embedding. We can easily observe that the embed-
ding capacities for both Method 1 [19] and Method 2 [20] are less than 1.0 bpp. By use
of the alteration of histogram, if we can embed multiple bits at a time, enhancements in
embedding capacity can be observed. However, degraded quality of marked image due to
the more alterations to the original image can also be expected. For decoding, secret bits
and original image should be perfectly separated from marked image. With the provision
of side information, multiple bits at a time can be extracted from multiple values of the
difference histogram. Original image can also be recovered correspondingly. Thus, we
may look for the performances with larger capacity and acceptable quality for reversible
data hiding.

For multi-bit embedding, we take two-bit bedding for instance. We plan to embed b1b2
into original image. For the difference histogram at positive portion, the bits values can
fit one of the four cases below:

• For b1b2 = ‘00’, we add the original value by 0, or keep the original value unchanged.
• For b1b2 = ‘01’, we add the original value by 1.
• For b1b2 = ‘10’, we add the original value by 2.
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• For b1b2 = ‘11’, we add the original value by 3.

For the difference histogram at negative portion, the same manner can be applied by
subtracting the designated values.

Corresponding to Method 1 in [19], for embedding two bits b1b2 at a time, Eq. (3) can
be changed to

I ′ (x, y) =

{
Î (x, y) + 2d + b1b2, if Î (x, y) < I (x, y) ;

Î (x, y)− 2d− b1b2, otherwise.
(9)

Accordingly, for embedding two bits at a time in Method 2 in [20], the embeddable
pixels and reference pixels can be transformed to

E ′l = Il + 2 · d + b1b2, and (10a)

R′l = E ′l + 2 · d + b1b2. (10b)

For larger difference values between original and predicted images at some pixel location
(i, j), after embedding, if the new difference value lies outside the range of [−255, 255],
such a location is designated to be unsuitable for data hiding. For keeping the reversibility,
by following the concepts in [23], such a location (i, j) should be recorded into the location
map, with the length of dlog2Me+ dlog2Ne-bit.

We also look for similar methods for multiple bits embedding in [21] and [22] for com-
parisons. With multi-bit embedding for Method 1 and Method 2, they are famous for the
low overhead required. For [21] and [22], in order to look for enhanced capacity, increased
number of overhead may be observed, which leads to the major drawback of relating
methods.

4. Experimental Results. We have conducted experiments with eight images in total,
including airplane, boat, couple, F16, Lena, pepper, truck, and Zelda. All the images
have the sizes of 512× 512.

In Table 1, we present the maximally allowable embedding capacity with the four
methods in [19], [20], [21], and [22] in literature. When we observe the capacity along,
except for the couple image, we can find that the multi-bit embedding with Method 1
reach the largest capacity among the four methods in all the other seven images. Because
larger embedding capacity would lead to degraded quality of output image, it would be
necessary to look for different embedding capacity with corresponding output quality for
comparisons among the methods.

In Fig. 2, we present the performances with the airplane image. Fig. 2(a) shows the
marked image after embedding the maximal capacity of 1.9346 bpp, which leads to the
image quality of 27.50 dB. Fig. 2(b) depicts the performance comparisons among the four
methods. Multi-bit embedding for Method 1 has the largest capacity, and performs well in
general. Huang’s method in [21] performs a bit better than Method 1, however, it suffers
from the increased overhead for decoding due to the algorithm design. The maximally
allowable capacities with the four methods all surpass 1.0 bpp.

In Fig. 3, we display the performances with the boat image. Fig. 3(a) illustrates the
marked image after embedding the maximal capacity of 1.4346 bpp, which leads to the
image quality of 22.19 dB. Fig. 3(b) depicts the performance comparisons among the four
methods. Again, the maximally allowable capacities with the four methods all surpass
1.0 bpp. Even though the multi-bit embedding for Method 1 leads to the largest capacity,
Huang’s method in [21] performs generally better than the others.

In Fig. 4, we present the performances with the couple image. Fig. 4(a) shows the
marked image after embedding the maximal capacity of 1.3657 bpp, which leads to the
image quality of 23.76 dB. Fig. 4(b) depicts the performance comparisons among the four
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Table 1. Comparisons of maximally allowable capacity with correspond-
ing image quality for the eight test images.

XXXXXXXXXXXXImage
Method

Method 1 Method 2 In [21] In [22]

airplane 1.9346 bpp 1.8846 bpp 1.7404 bpp 1.4746 bpp
27.50 dB 24.05 dB 31.07 dB 26.28 dB

boat 1.4346 bpp 1.1266 bpp 1.0660 bpp 1.3705 bpp
22.19 dB 22.31 dB 27.98 dB 20.95 dB

couple 1.3657 bpp 1.0852 bpp 1.0653 bpp 1.3748 bpp
23.76 dB 22.66 dB 30.93 dB 21.95 dB

F16 1.8291 bpp 1.7588 bpp 1.4821 bpp 1.4134 bpp
24.87 dB 23.13 dB 29.07 dB 23.66 dB

Lena 1.8738 bpp 1.7608 bpp 1.5435 bpp 1.4395 bpp
23.66 dB 21.76 dB 28.87 dB 22.94 dB

pepper 1.7396 bpp 1.4439 bpp 1.3099 bpp 1.4384 bpp
23.36 dB 23.32 dB 28.80 dB 22.65 dB

truck 1.7435 bpp 1.5678 bpp 1.1125 bpp 1.4351 bpp
22.84 dB 21.17 dB 29.51 dB 21.50 dB

Zelda 1.9697 bpp 1.7022 bpp 1.6322 bpp 1.4738 bpp
24.75 dB 22.24 dB 29.17 dB 23.57 dB
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Figure 2. (a) Subjective comparison for airplane with maximal capacity
of 1.9346 bpp, PSNR = 27.50 dB. (b) Performances with relating methods.

methods. We first find that the maximally allowable capacities with the four methods all
surpass 1.0 bpp. Even though the multi-bit embedding for Method 1 performs better at
larger capacity regions, Huang’s method in [21] and Chen’s method in [22] outperform
the others due to the complicated design of algorithms.

In Fig. 5, we depict the performances with the F16 image. Fig. 5(a) presents the
marked image after embedding the maximal capacity of 1.8291 bpp, which leads to the
image quality of 24.87 dB. Fig. 5(b) shows the performance comparisons among the four
methods. The maximally allowable capacities with the four methods all surpass 1.0 bpp.
Method 1 performs better at larger capacity region, and Huang’s method in [21] outper-
forms Method 1 by a slight margin in other capacity region. Both Method 1 and Huang’s
method in [21] outperform other methods.
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Figure 3. (a) Subjective comparison for boat with maximal capacity of
1.4346 bpp, PSNR = 22.19 dB. (b) Performances with relating methods.
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Figure 4. (a) Subjective comparison for couple with maximal capacity
of 1.3657 bpp, PSNR = 23.76 dB. (b) Performances with relating methods.
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Figure 5. (a) Subjective comparison for F16 with maximal capacity of
1.8291 bpp, PSNR = 24.87 dB. (b) Performances with relating methods.

In Fig. 6, we show the performances with the Lena image. Fig. 6(a) presents the
marked image after embedding the maximal capacity of 1.8738 bpp, which leads to the
image quality of 23.66 dB. Fig. 6(b) presents the performance comparisons among the
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four methods. Huang’s Method in [21] works well in most cases, however, the maximally
allowable capacities with Method 1 and Method 2 outperform the other two methods.
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Figure 6. (a) Subjective comparison for Lena with maximal capacity of
1.8738 bpp, PSNR = 23.66 dB. (b) Performances with relating methods.

In Fig. 7, we display the performances with the pepper image. Fig. 7(a) illustrates the
marked image after embedding the maximal capacity of 1.7396 bpp, which leads to the
image quality of 23.36 dB. Fig. 7(b) depicts the performance comparisons among the four
methods. Even though Huang’s method in [21] performs well in most cases, it reaches
the smallest value of allowable embedding capacity among the four methods. Method 1
works well because the capacity surpasses its counterpart in Huang’s method by 32.8%.
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Figure 7. (a) Subjective comparison for pepper with maximal capacity
of 1.7396 bpp, PSNR = 23.36 dB. (b) Performances with relating methods.

In Fig. 8, we present the performances with the truck image. Fig. 8(a) shows the
marked image after embedding the maximal capacity of 1.7435 bpp, which leads to the
image quality of 22.84 dB. Fig. 8(b) displays the performance comparisons among the four
methods. Huang’s method in [21] performs generally good under its allowable capacity.
However, capacities with the other three methods outperform that in Huang’s method
by a large margin, with the increase from 29.00% to 56.72%. Here, Method 1 performs
better than Method 2 and Chen’s method in [22].

Finally, in Fig. 9, we depict the performances with the Zelda image. Fig. 9(a) presents
the marked image after embedding the maximal capacity of 1.9697 bpp, which leads to
the image quality of 24.75 dB. Fig. 9(b) shows the performance comparisons among the
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Figure 8. (a) Subjective comparison for truck with maximal capacity of
1.7435 bpp, PSNR = 22.84 dB. (b) Performances with relating methods.

four methods. Again, Huang’s method in [21] has its limitation in maximal allowable
capacity. Method 1 performs better than Huang’s method by 20.68%. Huang’s method
performs well under its allowable capacity. For larger capacities, Method 1 can replace
Huang’s method with acceptable image quality.
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Figure 9. (a) Subjective comparison for Zelda with maximal capacity of
1.9697 bpp, PSNR = 24.75 dB. (b) Performances with relating methods.

Summing up, Method 1 and Method 2 are famous for their ease of implementation.
Between them, Method 1 performs better. Considering relating methods in [21] and [22],
reversible data hiding can be achieved with the block-based matter. It would lead to the
overhead for correctly decoding at the receiver. With the simulations in the eight images,
Huang’s method performs well; however, it has inferior performances in embedding ca-
pacity to compare to other methods. For large embedding capacities, Method 1 indicates
good performances, and it has the attraction of easy implementation and small overhead
needed.

5. Conclusions. In this paper, we have presented the reversible data hiding algorithms
with prediction-based difference alteration method. To generate the difference values for
reversible data hiding, we apply similar schemes in prediction and subsampling, and alter
the difference histogram for hiding secret information. Better performances with larger
capacities can be observed from the simulations. Therefore, in order to look for the
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balance among quality, capacity, and side information, multi-bit embedding for Method 1
would be a good choice. We may borrow the concepts from relating methods to adaptively
embed single- or multi-bit at a time, and look for the opportunity to reach the tradeoff
among the guaranteed reversibility, the better image quality, and the larger embedding
capacity.
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