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Abstract. As we all know, there are a lot of encrypted data in the cloud computing
environment. Original search algorithms cannot effectively execute multi-keyword search.
Therefore, a multi-keyword search algorithm based on polynomial function and safety
inner-product method is proposed in this paper under secure cloud environment. This
proposed method combines polynomial function with safety inner product method. The
new scheme is divided into three steps. Firstly, polynomial function is adopted to hide
the encrypted keyword. Secondly, we use inner-product method to protect the privacy of
searched keyword, which can effectively conduct multi-keyword search and enhance the
privacy of search. Thirdly, we conduct experiments from three aspects to evaluate the
search ability and secrecy performance of our new method including index time cost ,
trapdoor generated time cost and query time cost. At last, the results indicate that multi-
keyword search algorithm based on polynomial function and safety inner-product method
is very effective under secure cloud environment.
Keywords: Cloud computing environment, Multi-keyword search, Polynomial function,
Safety inner-product method, Privacy.

1. Introduction. Currently, cloud computing[1-2] plays an increasingly important role
in daily life. Cloud users can outsource their data to the cloud by remote service[3] and
check the shared computing resources through the service on demand[4]. Cloud computing
provides the user with a lot of convenience, such as reducing storage load etc,. With the
popularity of cloud services, more and more sensitive information are outsourced to the
cloud, these data needs to be encrypted, but how to make the encrypted data effectively
utilized is a challenge task.

When effectively using the encrypted data, the most important thing is to authorize
the keyword search. Though keywords retrieval in cloud data is difficult, it has been a
hot research, many researchers have designed different strategies.

Coffman[5] presented the most extensive empirical performance evaluation of relational
keyword search techniques to appear to date in the literature. Results indicated that many
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existing search techniques did not provide acceptable performance for realistic retrieval
tasks. In particular, memory consumption precluded many search techniques from scaling
beyond small data sets with tens of thousands of vertices. He also explored the relation-
ship between execution time and factors varied in previous evaluations. In conclusion, his
work confirmed previous claims regarding the unacceptable performance of these search
techniques and underscored the need for standardization in evaluations-standardization
exemplified by the IR community. Fakas[6] proposed and investigated the effectiveness of
size-l Object Summary(t)s and size-l Object Summary(a)s that consist of l tuple nodes
and l attribute nodes respectively. Also an optimal dynamic programming algorithm, two
greedy algorithms and preprocessing heuristics were proposed. By collecting feedback
from real users, he assessed the relative usability of the two different types of snippets.
Song[7] first made keywords retrieval for encrypted data. Liang[8] proposed an improved
based on K-gram index fuzzy keywords retrieval algorithm, development language was
cryptographic primitives, but it did not meet the high service requirements, such as
retrieval experience or system adaptability. There are some single keyword retrieval algo-
rithm such as [9-10].

Sun[11] presented a privacy protection multi-keyword text retrieval algorithm based on
permutation method, it adopted an index structure based on tree model to improve the
effectiveness of retrieval. But this structure could not effectively control data update,
when adding or deleting a document, the data owners needed to update all retrieval
index. And the algorithm needed an additional server to support the producing of index
and trapdoor.

Cao[12] put forward a multi-keyword retrieval algorithm in cloud computing, the al-
gorithm adopted coordinate matching to reduce the computation and communication
overhead. In this strategy, users send search request to server, the server searches key-
word index made by data owner. Then the server sends an encrypted document subset to
users. In the process, the sever does not leak query conditions and keywords in the index.
But in this strategy, it needs to build a binary vector for each document as index. Each bit
in index indicates that whether the document contains the corresponding keyword. This
means that the user must understand a keyword list and keyword position in a binary
vector when sending query condition. The store and update of index may produce a large
number of computational overhead, especially many keywords.

In this paper, our method is to eliminate the predefined binary vector which has been
used in current multi-keyword retrieval strategy, and to ensure index effectively updating.
It also can be extended to a large number of keywords retrieval. In order to prevent the
leak of privacy in the process of multi-keyword retrieval, this paper first puts forward a
multi-keyword retrieval strategy through the polynomial function to hide the encrypted
keywords. In this algorithm, the query terms can be described as a polynomial function
coefficient vector, so that it can prevent competitors seeing input keywords. To fight ad-
versary equipped with strong computing resources, the new scheme in this paper combines
the polynomial function method with the safety inner-product strategy. Because safety
inner-product derives from K-Nearest-Neighborhood (KNN)[13-15], our new scheme does
not need to establish a predefined binary index vector in the process of keywords retrieval,
and it can effectively control data update.

The following are the structures of this paper. In section2, we give the data retrieval
model. Section3 detailed introduces the multi-keyword retrieval algorithm. Section4 is
the performance evaluation part, which is used for demonstrating the effectiveness of our
method. There is a conclusion in section5.
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2. Data retrieval model. In this section, we first describe the system model used for
cloud computing. Then, some threaten models are given. Finally, we illustrate the design
target for multi-keyword retrieval algorithm.

2.1. System model. Cloud data storage system is composed of three different entities,
namely data owner, data user and cloud server as figure1. Data owner has n docu-
ments F = (F1, F2, · · · , Fn). After encrypting, documents will become ciphertext form
C = (C1, C2, · · · , Cn) and they are stored in cloud. Data owner also builds a encrypted
searchable index I, which makes the keywords research smoothly in C. Then data owner
outsources I and C to cloud server.

Figure 1. Process of keywords retrieval in cloud computing

In this paper, we assuming that it has carried out appropriate data authority between
data owner and user. To search the stored data document in server, user needs to set
a keyword set W ′ formed by u keywords. Then W ′ will be encrypted and it generates
trapdoor TW ′ . A retrieval request will be sent to server. Once the server receives the
TW ′ , server will search the encrypted index I and return the corresponding encrypted
document. In order to improve the system availability, the cloud should sort the retrieval
results based on certain criteria, rather than just return disorderly results. In addition,
in order to reduce the communication load, cloud server only sends the most relevant k
documents to the user. Finally, the user decrypts received document through the access
control mechanism.

2.2. Threaten model. In the cloud computing system, because system cannot maintain
data unlike data owner, the system easily has security threaten. Attacker may intercept
the network flow between data user and server. Specifically, in this paper we assume that
attacker can deduce additional information from transformed data(i.e, encrypted data C,
encrypted index I and trapdoor TW ′). According to the knowledge acquired by attacker,
we take two threaten models into consideration to protect privacy information in retrieval
process in cloud computing. The two threaten models are as follows.

1. Ciphertext only attack. Cloud attacker deduces the transformed encrypted data
through intercepting the communication between data user and server. Under this
condition, attacker collects some legal retrieval requests to produce new retrieval
requests. Because this kind of attack has a deterministic property, hashing and
encrypting can be used to prevent this attack.

2. Known background attack. In the robust model, the attacker further masters some
background information in the database, such as the mian body of data set and
statistics information of keywords. Therefore, attacker utilizes frequent captured
encryption keywords and background information and can infer the right keywords.
It is not safety for the protection of retrieval mode. Because the generated retrieval
requests contain deterministic properties, the privacy leak problem exists in the
retrieval encryption strategy.
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2.3. Our design target. This paper designs an orderly multi-keyword retrieval strategy,
this strategy can effectively protect privacy of keyword retrieval for encrypted data in the
cloud computing system. Particularly, this paper design the system, which can achieve
some following goals at the same time.

• Realize orderly multi-keyword retrieval. In cloud computing, this new method can
conduct multi-keyword retrieval and similar data retrieval sorting at the same time.
• Realize privacy protection. The new method can prevent attacker intercepting data

and getting additional information. That can protect the privacy of data.
• Realize low consumption. The new method takes a low computation and communi-

cation cost. What’s more, when adding or deleting documents, it needs to update
encrypted document C and retrieval index I.

3. Multi-keyword Search Algorithm Based on Polynomial Function and Safety
Inner-product Method. In this paper, we use some symbols as following.
F : n data documents can be expressed as,

F = (Fi, i = 1, 2, · · · , n). (1)

C: n encrypted data documents in cloud can be expressed as,

C = (Ci, i = 1, 2, · · · , n). (2)

W : data owner sets n keywords set, corresponding data document is,

W = (Wi, i = 1, 2, · · · , n). (3)

Where each keyword set Wi has mi keywords, so Wi = (wi,j, j = 1, 2, · · · ,mi).
I and I: we build retrieval index I and I respectively for each keyword of W

in orderly multi-keyword retrieval strategy and privacy protection orderly multi-keyword
retrieval strategy.

I = (Ii, i = 1, 2, · · · , n); I = (I i, i = 1, 2, · · · , n). (4)

Each sub-index in Wi can be expressed as: Ii = (Ii,j, j = 1, 2, · · · ,mi);
I i = (I i,j, j = 1, 2, · · · ,mi).
W ′: users set u keywords as,

W ′ = (w′k, k = 1, 2, · · · , u). (5)

TW ′ and TW ′ : respectively denotes the trapdoor of W ′ in orderly multi-keyword
retrieval strategy and privacy protection orderly multi-keyword retrieval strategy.
CW ′ : top k encrypted data in list are returned to data user with trapdoor TW ′ or TW ′ .

3.1. Main steps for new method. The new scheme contains four main steps: setting,
index creating, trapdoor and inquiry.

1. Setting. Data owner randomly generates a key SK and allocates SK to authorised
user. This paper utilizes RSA public-key encryption algorithm to realize key allo-
cation. Assuming that C delivers a public key to B and makes B trust this key
belonging to A. Meanwhile, C can intercept the communication between A and B.
So C can transfer his own public key to B, B believes that this key belongs to A. C
can intercept all the information transformed from B to A and use his own key to
decrypt this information. Then, this information will be encrypted by public key of
A and transformed to A.

2. Index creating. According to keywords set W , data owner generates retrieval index
I which will be encrypted by key SK. Then plaintext data set F will be encrypted
as encrypted data set C. And it will publish index I and C for cloud server.
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3. Trapdoor. Data user uses key SK to generate corresponding safety trapdoor TW ′ of
input keywords set W ′.

4. Inquiry. When cloud server receives TW ′ , it will use TW ′ to search keywords in index
I and return the top k document CW ′ to user.

3.2. Orderly multi-keyword retrieval strategy based on polynomial function.

1. Retrieval strategy based on polynomial function. In order to ensure no violation for
the privacy and security request, it must hide the keywords set W ′ in this paper,
therefore, it needs to encrypt these keywords. After generating trapdoor, it needs to
build a polynomial function to hide these encrypted keywords. The detailed process
of orderly multi-keyword retrieval strategy based on polynomial function is as follows.
(a) Setting. Data owner generates a encryption function E() and Hash function H().

It uses the two functions to construct a key SK = (E(), H()). Then data owner
sends SK to authorized user.

(b) Building index. Data owner extracts mi keywords from document Fi and utilizes
these keywords to construct index. To prevent attacker intercepting keywords
information of index, data owner uses SK to encrypt each keyword. Keywords of
encrypted document Fi can be expressed as H(E(wi,j)), j = 1, 2, · · · ,mi. Then
data owner will compute the energy consumption of encrypted keywords and
build retrieval index: Ii,j = (H(E(wi,j))

0, · · · , H(E(wi,j))
d)T (d is the maximum

number of input keywords). So index information matrix of Fi is presented as:

Ii = (Ii,1, cdots, Ii,mi
) =

 (H(E(wi,1)))
0 · · · (H(E(wi,mi

)))0

... · · · ...
(H(E(wi,1)))

d · · · (H(E(wi,mi
)))d

 (6)

Data owner sends encrypted data C and index I = Ii, i = 1, 2, · · · , n of n docu-
ments to server.

(c) Trapdoor. User sets a keyword set W ′ = w′1, · · · , w′u. The u keywords are as
retrieval input. To the total number of keywords is d, we add d − u virtual
keywords w′u+1, · · · , w′d into set W ′.

W ′ = (w′1, · · · , w′u, w′u+1, · · · , w′d). (7)

Because each virtual key is composed of a hybrid sequence generated by random
characters and numbers. And the word in virtual keyword is different from that
in real dictionary, so the virtual keywords do not affect the retrieval result. Then
user will utilize the key SK = E(), H() to encrypt d keywords.

H(E(W ′)) = H(E(w′k)), k = 1, · · · , d. (8)

As we all know, calculation of polynomial factorization process is very compli-
cated, especially when the polynomial order is very large. Therefore, we use
polynomial function to hide the encrypted keywords. Specifically, a d − order
polynomial function is built.

f(x) = (x−H(E(w′1))) ∗ · · · ∗ (x−H(E(w′d))) (9)

= b0 + b1x+ · · ·+ bdx
d. (10)

Only when w ∈ W ′, polynomial function satisfies the requirement of f(H(E(w))) =
0. So user can use coefficient of polynomial function to form a retrieval request
and send it to cloud server.

TW ′ = b0, · · · , bdT . (11)
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(d) Inquiry. It will create index Ii for each document Fi under trapdoor TW ′ . Matrix
χi is calculated as:

χi = (TW ′)T Ii (12)

= (TW ′)T (Ii,1, · · · , Ii,mi
) (13)

= (b0, · · · , bd)

 (H(E(wi,1)))
0 · · · (H(E(wi,mi

)))0

... · · · ...
(H(E(wi,1)))

d · · · (H(E(wi,mi
)))d

 (14)

= (χi(1), · · · , χi(mi)). (15)

So when wi,j ∈ W ′, χi(j) = (TW ′)T |Ii,j = 0. In this paper, we define the
similarity between TW ′ and index Ii. And the similarity is denoted the number
of successfully matched words. Therefore, the number of zero in χi can be shown
as similarity. Then the server will compute zero number of corresponding matrix
χi to get the similarity between inquiry word and each Ii(i = 1, · · · , n). These
similarities will be ordered, then cloud server sends top k ID in orderly list CW ′

to user.
2. Analysis. According to the above description, the final similarity is defined as the

number of inquiry keywords in data document index Ii. Hence, it should keep all the
similarity in data document. When the top k ID are returned to user, the document
most similar to inquiry request is obvious in the list. In addition, this new strategy
does not set up predefined binary index vector for keywords. When adding a new
keyword in retrieval index, data owner only computes the energy consumption of
this encrypted keyword and adds a new column in retrieval index as formula (7). So
the new strategy not only can effectively control the dynamic data updating, but
also satisfy the privacy protection requirement of retrieval encryption strategy.
• Ciphertext only attack. In this threaten model, attacker can intercept secret

document set C, index I and trapdoor TW ′ . Under this situation, it is difficult
for attacker to make factorization for polynomial function used by keywords in
TW ′ and H(E(W ′)). Therefore, attacker cannot generate new retrieval request
by collecting legal retrieval request. In addition, keywords in TW ′ and index
are encrypted. So our new multi-keyword retrieval strategy is secure for this
threaten model.
• Known background attack. In this threaten model, attacker wants to utilize

the background information of data set and frequent retrieved keywords to de-
duce the right keywords. The new scheme has a advantage of generating two
different inquiry data for the same keywords set W ′, in that it can randomly
produce virtual keyword. Therefore, inquiry condition cannot be generated by a
determining method, attacker cannot distinguish the retrieval frequency of any
keyword. And attacker cannot deduce right keywords. So our new multi-keyword
retrieval strategy is also secure for this threaten model.

3.3. Multi-keyword Search Algorithm Based on Safety Inner-product. In this
paper, the proposed retrieval strategy based on polynomial function hides keywords, which
can protect the privacy information from threatening by the above two threaten models.
But the method still appears privacy leak situation: attacker can deduce the encrypted
keywords with factorization of polynomial function when inquiring TW ′ . In addition,
attacker can acquire encrypted keywords information through index retrieval. Therefore,
attacker can generate a new legal trapdoor by the deduced encrypted keywords. In this
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section, we propose a multi-keyword search algorithm based on safety inner-product to
protect the privacy and resist the strong attacker.

1. Retrieval strategy based on safety inner-product. In this strategy, we compute the
inner-product of each Ii,j in trapdoor TW ′ and index Ii. The zero number in result
Yi is retrieval keywords number in corresponding document. In the above analysis,
attacker can deduce the encrypted keywords with factorization of polynomial func-
tion. Therefore, it needs to hide trapdoor and each inner-product of index to protect
privacy information. In this paper, we improve the secure KNN method and regard
the new KNN method as inner-product method. The detailed introduction for the
KNN inner-product method is as follows.
• Setting. In order to improve the security for this new strategy, this paper utilizes

some randomly generated matrix and vector to encrypt trapdoor and index. So it
not only generates encryption function E() and hash function H(), but produces
two random d× d−dimension invertible matrixes M1, M2 and one d bit random
binary string S. Assuming S(k) denotes d− th bit in S. Then data owner builds
key SK = (E(), H(),M1,M2, S) and sends it to authorized user.
• Index creating. To prevent the privacy information leak, we use the parameter
M1,M2, S to further encrypt index. Considering that it creates the sub-index
Ii,j = (H(E(wi,j))

0, · · · , H(E(wi,j))
d)T : a) for keyword wi,j in retrieval process,

data owner divides Ii,j into two random vectors Iai,j and Ibi,j. For 1 ≤ k ≤ d,

if S(k) = 1, then data owner randomly divides Ii,j(k) into Iai,j(k) and Ibi,j(k),

so Iai,j(k) + Ibi,j(k) = Ii,j(k). If S(k) = 0, then data owner uses Iai,j and Ibi,j
to construct Ii,j(k); b. And Ii,j will be encrypted as MT

1 I
a
i,j and MT

2 I
b
i,j. So in

this new scheme, we construct a index for each keywords expressed as: I i,j =
(MT

1 I
a
i,j,M

T
2 I

b
i,j).

• Trapdoor. To protect privacy information, it needs to eliminate the relationship
between TW ′ . So we use the parameter M1,M2, S to further encrypt trapdoor
TW ′ .
• Building TW ′ = b0, · · · , bdT . User adopts similar process to divide TW ′ into two

random vector T a
W ′ and T b

W ′ . The different is that for 1 ≤ k ≤ d, if S(k) = 0,
then data owner randomly divides TW ′(k) into T a

W ′(k) and T b
W ′(k), so T a

W ′(k) +
T b
W ′(k) = TW ′(k). If S(k) = 1, then TW ′ will be encrypted as M−1

1 T a
W ′ and

M−1
2 T b

W ′ . So in this new scheme, TW ′ = (M−1
1 T a

W ′ ,M−1
2 T b

W ′).
• Inquiry. Cloud server uses trapdoor TW ′ to search each sub-index Ii,j in keyword
wi,j and utilizes I i,j to calculate Y i(j) and judge whether this trapdoor contains
the sub-keyword.

Y i(j) = (TW ′)T · I i,j (16)

= M−1
1 T a

W ′ ,M−1
2 T b

W ′
T ×MT

1 I
a
i,j,M

T
2 I

b
i,j (17)

= (T a
W ′)T (M−1

1 )TMT
1 I

a
i,j + (T b

W ′)T (M−1
2 )TMT

2 I
b
i,j (18)

= (T a
W ′)T Iai,j + (T b

W ′)T Ibi,j (19)

= (TW ′)T × Ii,j (20)

= Yi(j). (21)

Therefore, Y i(j) = 0. If wi,j ∈ W ′, then the zero number in Y i = (Y i(1), · · · , Y i(mi))
can indicates the successful match words number between TW ′ and I i. Similarly,
we use corresponding Y i(i = 1, · · · , n) to compute the similarity degree between
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TW ′ and I i. Finally, cloud server will send the top k − ID in CW ′ to user after
ranking similarity degree.

2. Analysis. Privacy protection orderly multi-keyword retrieval strategy can be used to
solve privacy protection problems in orderly multi-keyword retrieval strategy. First,
index vector and inquiry vector are randomly divided into two vectors. What’s more,
the vectors will be encrypted by M1 and M2 generated from the process of build-
ing index and trapdoor. Hence, attacker cannot deduce the encrypted keywords in
trapdoor and retrieval index. We just encrypt parameter (M1,M2, S), then safety
inner-product can be used to protect the privacy information of trapdoor and index.
In addition, due to the random virtual keywords, it can generate two different trap-
doors for the similar W ′ by using the paper’s new method, so the new scheme also
can protect retrieval model.

4. Experience and analysis. The experience data is composed of 150 emails and short
messages. For the random input keywords set, cloud server will search all the data and
find the required keywords set. We repeat 80 times for this experiment. And we use three
aspects to evaluate the performance of our method including index time cost, trapdoor
generated time cost and query time cost.

• Creating index time cost. Time cost on data owner building retrieval index includes
time of extracting and encrypting each keyword in data document.
• Trapdoor generated time cost. Time cost on data user building trapdoor includes

the time of encrypting time and the time of generating trapdoor.
• Query time cost. Time cost on cloud server completing a retrieval request includes

time of computing document similarity degree and ranking time.

We set the document number range from 100 to 600 and select 40 keywords in each
document. Table1 is the index time cost with different documents. And a comparison to
[] and [] is shown in table1. From table1, we can know that the time cost of creating index
will increase with the adding of documents. In addition, because the time of building
sub-index for each document is unchanged, the relation between time cost and document
number is quasi-linear.

Table 1. Index time cost with different documents

Document number 100 200 300 400 500 600
This paper’s method 0.25s 0.49s 0.74s 0.93s 1.07s 1.61s

0.35s 0.52s 8.79s 1.13s 1.22s 1.71s
0.34s 0.51s 0.81s 1.11s 1.22s 1.77s

Then we change the keywords number in each document. The total number of document
is 600 under the different keywords. So the index time with different keywords is as shown
in table2. Table2 shows the effectiveness of our new method. The more keywords are,
the retrieval time is higher. However, new multi-keyword search algorithm based on
polynomial function and safety inner-product method can cost less time.

Furthermore, we make experience for generating index time with different keyword
number as table3. In table3, when the maximum number of keyword is 30 (i.e. d = 30),
the trapdoor generating time is the optimal with our method. From table3 we can know
that the keyword number cannot affect the time cost and all the time cost is less than
0.002s.
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Table 2. Index time cost with different keywords

Keyword number 10 20 30 40 50
This paper’s method 0.47ms 1.12ms 1.35ms 1.57ms 1.74ms

0.57ms 1.33ms 1.53ms 1.69ms 1.92ms
0.58ms 1.30ms 1.54ms 1.75ms 1.89ms

Table 3. Generating trapdoor time with different keywords number

Keyword number 5 10 15 20 25 30
This paper’s method 1.14ms 1.14ms 1.17ms 1.17ms 1.17ms 1.16ms

1.40ms 1.44ms 1.40ms 1.40ms 1.43ms 1.44ms
1.42ms 1.43ms 1.38ms 1.40ms 1.44ms 1.43ms

Table 4. Generating trapdoor time with different maximum keywords number

Maximum Keyword number 10 20 30 40
This paper’s method 0.45s 0.94s 1.14s 1.23s

0.79s 1.08s 1.46s 1.57s
0.78s 1.11s 1.47s 1.58s

Table 5. Inquiry time with different documents

Document number 100 200 300 400 500 600
This paper’s method 0.11s 0.21s 0.28s 0.34s 0.42s 0.62s

0.12s 0.21s 0.34s 0.44s 0.54s 0.71s
0.13s 0.21s 0.33s 0.43s 0.53s 0.69s

5. Conclusions. In this paper, we adopt density-based clustering method for K-anonymity
privacy protection. The data will be aggregated as K clusters. Data are similar to each
other in one cluster, however, they are greatly different from each other in different clus-
ters. The data with similar sensitive attributes are aggregated together. Then it makes
a clustering for the whole data according to aggregation results to achieve K-anonymous.
Finally, we make a comparison from data quality and running time. The results show
that when the K value increases, this new algorithm can obtain high quality data. In the
future, we will study how to realize the efficient protection for huge amounts of data.
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