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ABSTRACT. In recent years, Deep learning is used to achieve its efficient performance in
tasks such as object perception and image target recognition. Multilayer neural network
model is one of the most basic and wide-used learning models in deep learning algorithm.
The SAR (Synthetic Aperture Radar) image is widely used in national economy and
military areas. This paper introduces Deep Belief Network to realize the classification of
SAR image target by training every layer respectively with Restricted Boltzmann Machine
and using the back propagation algorithm to adjust parameters of the whole network.
Keywords: Deep Belief Network, Restricted Boltzmann Machine, SAR Image, Target
Classification

1. Introduction. Image recognition and classification has been a popular area of re-
search for several years, and according to different requirements, it has been used in many
aspects, such as military, healthcare, and transportation field. The critical factor for hu-
man beings to survive in the natural world is the human visual system, which helps people
recognize and classify targets. In order to mimic this process and have an outstanding
performance in automatic image recognition and classification, scientists proposed deep
learning and have proved its extensive application in different areas.

Deep learning is a machine learning method based on learning representations of data
which makes it easy to learn tasks[1]. Deep learning is a method of multilayer structure,
which extracts the data feature from low-layer to high-layer gradually, and eventually
forms the ideal characteristics for identify to improve the accuracy of classification or
recognition. The earliest deep learning method called DBN (Deep Belief Network) was
proposed by Hinton in 2006(2], in order to solve the problem of image classification. Their
experiments were based on the MNIST dataset, which contains 60,000 training images
and 10,000 test images. On these images, the result proved that the DBN performed
well theoretically, and it can be used in target classification for general images. So we
introduce the DBN in our paper to realize the classification of SAR (Synthetic Aperture
Radar) images and verify how well the DBN can do in this task.

The SAR provides high-resolution radar image and its widely used since the SAR works
well even under the condition of complex environment[3]. Though the SAR image has
advantages in several kinds of radar image, SAR image classification is a high-dimensional
nonlinear mapping problem. Beyond that the image noise and the high-dimensional char-
acter make it a big challenge to manually extract features, so we introduce deep learning
to automatically extract features from image data. The traditional SAR classification
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methods are based on statistical distribution. Bayes classifier based on complex Gaussian
distribution for SAR classification[4]. Then with the development of machine learning,
SVM was introduced to solve SAR object classification[5]. However, most of the researches
aimed at heterogeneous land cover[6][7].

This paper takes the tank images from the MSTAR image set as the research object of
SAR image target classification and there are 1,800 training images and 400 test images in
our dataset, and the number is big enough for the DBN to learn and classify. The rest of
this paper will contain the following content. Section 2 introduces the architecture of the
Deep Belief Network and the process of training. In Section 3, we show how we structure
our dataset from the MSTAR image set and we add salt-and-pepper noise and Gaussian
noise to verify the influence of the differences in the quality of the SAR images. Our
experiment and operation of training and testing image target will be shown in section 4.
We mainly discuss the influence of layer number and unit number for accuracy. And in
section 5 is the conclusion and discussion from the testing result.

2. Deep Belief Network. The Deep Belief Network is composed of several hidden layers
of hidden units with connections between the layers but not between units within each
layer. When training the images in an unsupervised way, the DBN learns to reconstruct
the image as input vectors, and the hidden layers act as feature detectors on inputs, so
that the DBN can be used to perform classification[8]. Figure 1 shows the construction
of the Deep Belief Network in our experiment. In our experiment, each training case
consists of an image and a certain label. The size of images and the number of labels can
be changed with different target. We train the network layer-by-layer and use the RBM
(Restricted Boltzmann Machines) to train every layer[9]. The parameters of the whole
network are adjusted together after the layer-by-layer training.

The dashed boxes in Figure 1 are the basic learning units called RBM. An RBM is
a graphical model and all its nodes are divided into two sets: visible units (node) and
hidden units (node). Each visible unit is connected to each hidden unit, however, there
are no connections between the visible units and the hidden units are also disconnected
from each other[10]. Figure 2 shows the construction of a basic RBM. The stochastic
variables from 0 to 1 in the hidden layer are connected to the stochastic variables in the
visible layer and there are no connections inside a layer. When several RBMs compose
the deep belief network, the higher-level RBM is trained by using the hidden activities of
the lower RBM as data.

In image target classification, the pixels of image correspond to the visible units and
feature detectors correspond to the hidden units. The energy of an RBM with V visible
units and H hidden units is given by the following function:

vV H \%4 H
E(’U, h) = — Z Zvihjw,-j — Zvlbz — Z hjbj (1)
i=1 Jj=1

i=1 j=1

Where v and h are the binary state vectors of the visible and hidden units, vi and hj are
the states of visible and hidden units, and wij is the real-valued weight between them. bi
and bj are the bias of visible and hidden units. The neural network gives all the probable
images a probability with the function above, and the probability of the image can be
raised by lower the energy of it. Given a training image, the probability of the binary
state hj of each hidden unit is set to 1 by the function:
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FiGURE 1. The construction of Deep Belief Network
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FIGURE 2. The basic structure of RBM
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Where (x) is the logistic functionl/[14+exp(-x)], bjis the bias of unit j, vi is the state of
unit i, and wij is the weight between i and j. When the states of the hidden units have
been chosen, the probability of setting each vi to 1 is decided by the function:
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p(vi = 1|h) = o(a; + Y wihy) (3)

=1

Since the units in the visible layer are independent from each other and it is the same
between the hidden units, the p of forward propagation and reconstruction are given by
the function:

p(tle) = [T othlo 0

p(ul) = [T o) 6

During the learning processing of the RBM, weight and bias are updated in each iter-
ation epoch at the same time, and their update is given by the following functions:

Wi =mWy + (v p(hlv) =" p(h'[v")) (6)
be = mby—1 + &(p(hlv) — p(h|v")) (7)
a; = mag—y + &(p(v|h) — p(v'|A)) (8)

Where m is the momentum which is set to 0.5 initially. When the reconstruction error
nearly changes to be steady, the momentum is set to 0.9 and is a learning rate during the
update. Learning layer-by-layer is efficient but not optimal enough. Once the weights of
higher layers have been learned, the weights may not be optimal for the lower layers. So
we use the back propagation to adjust the weight of the deep belief network[11]. The BP
algorithm is a supervised classifier which can classify the feature vectors from the pre-
training by RBMs and do the fine-tuning of DBNs variations at the same time. Compare
the practical classification and the labels to get the error,and the error is back propagated
to adjusted the parameters of the DBN. During the backpropagation, we calculateof each
layer. For the output layer, the practical output is oi, and the expected output is di, then
the parameter is decided by the function:

Then during the backpropagation, we can get the of hidden layers from the following
function:

O =yl —yh) > wlet! (10)
J

After the backpropagation and the of all layers are collected, they are used to correct
the weight parameters of the network, and the weights are updated by the following
functions:

L 1gl+1
W;; = Wi; + € fine—tuning X Y;0; (1)

by = b} + € fine—tuning X 057" (12)
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3. Dataset. In order to test the classification of SAR images based on the Deep Belief
Network, we picked three kinds of tank images from the MSTAR image set to form the
dataset used in our experiments. Our dataset includes 2200 images and they are all
taken from the 0o angel and 150 angel. Some of the SAR images we use in our target
classification are shown in Figure 3. These SAR images have different sizes and different
amount of pixels. Since the input matrix consists of vectors composed of all the pixels in
test images and the DBN in our experiment requires that the vectors have same dimension.
The images in the dataset should be used after pre-processing. In addition, more pixels
mean more elements in the vectors, and that may increase the operation time. So we
pre-process the images and keep 64%64 pixels in every image. Figure 4 shows some of the
images with 64*%64 pixels from the dataset we used in our experiment. We do this pre-
processing to reduce the pixels in each image so that the dimension of the input becomes
smaller, which makes the operation time shorter. During the research, 1800 of them are
used as training images, and 400 images are for the test.

F1cURE 3. The SAR images from MSTAR database

4. Experiment and operation. The idea of Deep Belief Network is to train the network
layer by layer and then use the backpropagation to do the fine-tuning. Therefore, for a
I-layers DBN, we considered the following training procedure:

(1)Read the original images and process them into vectors. The input of network is the
matrix composed of these vectors.

(2)Load the input data and prepare their labels for the backpropagation.
(3)Repeat 1 times:
(a)Confirm the number of input and output units of the layer.
(b)train with the RBM and save weight and bias of the layer.
(4)Do the backpropagation and output the error rate of the classification.
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FIGURE 4. Some of the images used after pre-processing

The performance of Deep Belief Network is influenced by many factors such as the
number of layers, the number of units in every layer, the learning rate and so on. We
use steepest descent and a small learning rate, which are fixed in our experiments. In
this paper, our discussion focuses on the number of layers and the units in every layer.
The classification result of four different DBNs is shown in table 1. Especially, we set 500
units in the layer connected to input, and 2000 units in the layer connected to output.
The hidden layers inside have 1000 units respectively.

TABLE 1. The result of DBNs with different numbers of layers

Num of layers | Units of layers Time(h) Error rate
2 500-2000 0.685 14%

3 500-1000-2000 1.069 6.5%

4 500-1000-1000-2000 1.011 7.5%

5 500-1000-1000-1000-2000 1.358 12.8%

The data in the third line shows that with the increase of the layer number, the opera-
tion time increases. Since the multilayer structure extracts the data feature from low-layer
to high-layer gradually and obtains the more abstract feature of objects, researchers an-
ticipate that more layers in the network means better performance in tasks. However, our
research proves that a DBN with 3 or 4 hidden layers works better than the others, which
has also been proved by other researchers when they used DBN doing their work. And
in our classification of SAR images with the 3 layers DBN, the error rate reaches 6.5%,
while 4 layers DBN has a similar accuracy.

Table 2 shows the result of DBNs with different numbers of units. We change the
number in three strategies: 1)we change the number of units of middle hidden layers.
2)we change the number of units of all the hidden layers. 3) we change the number of
units of the hidden layer connected to output layer. Experiment a is the experiment we do
above which aims at a 4-layer DBN. From table 2, we can see that as the number of units
decreases, the operation time gets short correspondingly. However, the change of error
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TABLE 2. The result of DBNs with different numbers of units

Experiment | Units of layers Time(h) Error rate
a 500-1000-1000-2000 1.011 7.5%

b 500-500-500-2000 0.505 11.8%

¢ 1000-2000-2000-4000 2.723 15%

d 500-500-500-500 0.391 15.8%

rate brought by the change of unit number is more complicated. Compare experiment a
with b, and there difference shows that less hidden layer units can reduce the operation
time, while the error rate raises obviously. Generally more units in the hidden layers can
make the network extract more features of objects. Yet the comparison of experiment
a and ¢ shows that excess units fail to promote the performance of network, while they
extend the operation time and raise the error rate on the contrary. Since theres no
standard to follow to set the number of units in different applications, we have to try
different combinations to find the optimum choice.

Besides the experiments discussed above, we have also do the classification on SVM to
compare the effect of deep network and shallow network. Since the SVM initially came
into use, researchers have introduced kernel functions to improve its non-linear effect.
The SVM performs differently with different kernel function, so we select three kernel
functions and compare them with Deep Belief Network.

TABLE 3. The result of SVM and the comparison to DBN

Experiment Classification Method Error rate
a 4-layer DBN 7.5%

b Polynomial-SVM 55.5%

c RBF-SVM 16.5%

d Sigmoid-SVM 26%

TABLE 3 shows the classification result of SVM and the comparison between DBN
and SVM. In this part, we use SVM with three kinds of kernel functions to do the same
classification of SAR images: 1)SVM with Polynomial kernel function. 2) SVM with RBF
kernel function. 3) SVM with Sigmoid kernel function. Experiment a is the experiment
we do above which aims at a 4-layer DBN. SVM is the most common shallow network
method in machine learning, and it uses different kernel functions to promote its non-
linear behavior in applications. However, when these kernel functions are applied to the
classification of SAR images, we can see from the result that their non-linear feature
extraction ability is unsatisfied. The highest error rate reaches 55.5% when we use the
polynomial-SVM, and the best result comes from RBF-SVM, but its error rate is still
more than twice the result of 4-layer DBN.

5. Conclusion. Deep network models are efficient in representing complex functions but
very difficult to train. The Deep Belief Network has solved this problem by layer-by-layer
pre-training and fine-tuning the network integrally with backpropagation. According to
the result of the experiments we do in our research on SAR image classification, the error
rate of Deep Belief Network with the structure of 4096-500-1000-2000 and 4096-500-1000-
1000-1000-2000 are lower than the other situations. And the classification effect of deep
network is better than the shallow network(such as the three kinds of SVMs used).
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TABLE 4. The classification result of all the constructions in our experiments

No. Classification Method | Constr. | Units parameters Error rate
1 2-layer DBN Deep 500-500 14.8%
2 2-layer DBN Deep 500-1000 12.3%
3 2-layer DBN Deep 500-2000 14%
4 3-layer DBN Deep 500-500-500 16%
5 3-layer DBN Deep 500-500-2000 6.7%
6 3-layer DBN Deep 500-1000-2000 6.5%
7 3-layer DBN Deep 1000-2000-4000 11.3%
8 4-layer DBN Deep 500-500-500-500 15.8%
9 4-layer DBN Deep 500-500-500-2000 11.8%
10 4-layer DBN Deep 500-1000-1000-2000 7.5%
11 4-layer DBN Deep 1000-2000-2000-4000 15%
12 5-layer DBN Deep 500-500-500-500-500 15.2%
13 5-layer DBN Deep 500-500-500-500-2000 10.5%
14 5-layer DBN Deep 500-1000-1000-1000-2000 12.8%
15 Polynomial-SVM Shallow | —— 55.5%
16 RBF-SVM Shallow | —— 16.5%
17 Sigmoid-SVM Shallow | — 26%
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FiGUuRE 5. The comparison of error rate between deep network and the
best result of shallow construction

Nonetheless, the parameters of DBN are adjusted without clear standards, which means
we cannot exactly know in what situation we can get the best classification results. Be-
sides, more deep network structures have been proposed in recent years, such as Convolu-
tional Neural Network (CNN). We will try other deep network structures and find a more
efficient way to perform the classification of SAR images and lower the error rate as far
as possible.
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