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Abstract. Recent works have been studied the possibility of develop a communication
system based on EEG signals as a tool for information transmission in people with dis-
abilities. In this work the results of acquiring and analyzing EEG signals related to the
communication process in the human being are presented, all this with the aim to identify
two vowels of the Spanish language by using imagined speech. In first place, the acquisi-
tion of EEG signals through BCI devices was performed, the next step was the treatment
of the signals with DSP techniques such as filtering, and the Blackman-Tukey transform,
also a dimensionality reduction method known as Symbolic Aggregate Approximation was
used for training the Support Vector Machines. The developed algorithm is able to clas-
sify and recognize the signals from the thinking of two vowels with an accuracy of 85.29%
using six of the fourteen BCI’s sensors that measure the Brodmann areas related with the
language process
Keywords: Imagined Speech; EEG signals; Pattern recognition; Supported vector ma-
chines; Symbolic Aggregate Approximation; EMOTIV Epoc R©

1. Introduction. Humans, in their daily lives, needs to communicate for interacting with
other humans and behave appropriately in a particular field, such as social, family or work.
For social field, communication has three main functions, the first is transmission, which
refers to share information from one generation to another, the second is the correlation,
that is the ability to relate an object with its meaning for use it correctly, and finally
the survival, through the disclosure of nearby threats or dangers. Communication is a
process that can be divided into two categories, verbal, requiring the use of conventional
linguistic signs for a specific language, it can be oral or written [1], and nonverbal, which
is to send information by using gestures or signs [2]. Nevertheless, due to the nature
of speech, this is a mechanical process in terms of sound production and for this reason
part of the population cannot perform properly this process because of disabling diseases,
like amyotrophic lateral sclerosis, locked-in syndrome and spinal muscular atrophy, which
affect gradually the motor skills, but cognitive skills remain intact [3]. Based on the
above, methods for allowing communication among subjects with these kind of diseases
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have been developed, and the regular factor in these methods is the acquisition of electrical
and physical signals from the brain. Studies that measure blood pressure in the brain, like
[4] for the thinking of two commands ’yes’ or ’no’ [5], have been realized, but most of them
uses electrical signal captured by electroencephalography (EEG) or electrocorticography
(ECG) at the moment of thinking in movements or representative symbols of any language.
One of the concepts that appears as a possible solution to this problem is imagined speech,
which says that is possible to record the electrical activity in the brain at the moment of
listening our thoughts without the need to produce a sound, to check this some studies
have been performed, as presented in [6], where ECG signals were used for achieve the
classification and identification of vowel and consonant sounds of English language, with
a success rate of 43% and 38% respectively. Nowadays, the acquisition of this type of
signals is less complicated due to technological developments like BCI devices [7], for
measuring the electrical impulses generated in the brain cortex in a noninvasive way
and without the necessity of specialized medical equipment. With the arrival on the
market of BCI devices, several works with different techniques have been made, some of
which use classification techniques based on artificial intelligence, for example [8] where
achieves an average rate of recognition equal to 78%, by using support vector machines
and spatial common patterns, and in [9] achieves an average rate of recognition equal
to 78% by using support vector machines and spatial common patterns, and in 9, they
used neural networks and statistical data of 13 subjects for classifying the signals from
the thinking of five English alphabet vowels, reaching a recognition rate of 44%. In
[10], SVM were used again, but this time along with adaptive collections for achieving
an identification rate of 85% by using 63 electrodes. Finally in [11] were used two BCI
devices, one based on EEG signals, and the other with fMRI technology for classifying the
response of 20 subjects, when they listened a pre-selected sentence, and as a main result a
classification rate of 90% was achieved in both cases. In this work are presented the results
of a pattern recognition algorithm with support vector machines and symbolic aggregate
approximation capable of classify and recognize the signals from the imagined speech of
two Spanish vowels, specifically ’A’ and ’E’, with an average rate of 85.29%, using 6 of
the 14 sensors that has the BCI device EMOTIV Epoc R©, concluding that is possible to
identify vowels through the thinking with low cost BCI equipment. The first part of this
document is about the imagined speech and the methods used for its quantification, like
electroencephalography, electrocorticography and functional magnetic resonance imaging,
showing several works that use different artificial intelligence techniques for recognizing the
patterns from the thinking of distinctive vowels or signs for a specific language. The second
part has the description of the material and methods used for this research. In third part
are shown the results obtained with the feature extraction stage and the implementation
of support vector machines. The last part contains the conclusions of this work and future
perspectives for keeping the researches in this field.

2. Material and Methods.

2.1. Brain-Computer Interface. Brain-computer interface are devices that have the
required hardware, firmware and sometimes software for allowing the communication and
sending orders to a computer by using the signals from brain activity. Typically, these
systems have three stages, the first is the acquisition and conditioning of bio electrical
signals generated in the brain cortex, the second is related to the processing and feature
extraction of acquired signals, and the last one is about the commands interpretation by
the computers. For this work were used 6 of the 14 sensors that have the headset EMOTIV
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Epoc R©, which are distributed according to the 10-20 EEG System as is depicted in figure
1.

Figure 1. Distribution of EMOTIV Epoc R© sensors

2.2. Acquisition and Signal Processing. Samples of the electrical stimulus produced
in the brain cortex at the moment to think in any of the chosen vowels, a or e, were taken
in quiet environment, without distraction and supported visually with the use of white
screens for neutral pattern and the image of the letter for the vowels. In the figure 1 can
be appreciated the chosen electrodes highlighted with blue.

Table 1. Chosen electrodes and the Brodmann Areas that each one measures

Electrodes Broadmann
Areas

Main
FunctionLeft Right

F7 F8 45 Semantic generation [12]
FC5 FC6 44 Phonological and syntactic process [13]
T7 T8 21 Speech production [14]

Table 1 summarizes the nomenclature of the sensors according to the 10-20 EEG system,
and also has a brief description of each Brodmann area that is measured. EEG signals
were acquired using a sample frequency of 128, because these signals have a frequency
range between 0.5 Hz to 64 Hz as is observed in the table 2.

Table 2. Brain waves and its frequency bands.

Wave Frequency (Hz)
Delta 0.5 to 3.5
Theta 4 to 7
Alpha 8 to 12
Beta 13 to 30

Gamma 31 to 100

Since speech is considered a conscious process, beta waves were selected for the study.
An IIR Butterworth pass band filter, as the shown in equation 1, with pass bands located
in 13 and 30 Hz was used to obtain information from these frequency bands. The figure
2 shows an example of the acquired signals and its behavior after the filtering process.

G(ω) =

√
1

(1 + (ω)2n)
(1)
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Here, w is the angular frequency and n is the filter order.

Figure 2. Signals acquired with F7 and F8 electrodes and its filtered version

After the filtering step, was used the Blackman-Tukey transform [15], as is presented
in equation 2 ,for analyzing the signals in the frequency domain and obtain data of each
one, and eliminate problems related to data length, because some of the samples were
captured with different time intervals.

Px(f) =
M−1∑
k=0

ωkrke
−iωτ (2)

Here, r is the auto correlation of the signal, w is a Hann window, f is the frequency,
M is the maximum lag to be considered and k is the increase of the lag.

2.3. Feature Extraction. The method used for feature extraction and dimensional-
ity reduction was Symbolic aggregate approximation [16]. The method used for feature
extraction and dimensionality reduction was Symbolic aggregate approximation. This
method consist on to divide the vertical axis in many parts as be required with the aim
of giving a symbolic value of each section or division as can be seen in figure 3.

Figure 3. Signal partition by using SAX method

Once the signal has been segmented and the string of symbols that represents the signal
has been obtained, we should compute the matrix with the frequency of each symbol. As
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a visual resource, the mapping of the data matrix can be performed using a color scale
in order to observe the behavior of the data, an example of the above is shown in figure
4 where a gray-scale map was used.

Figure 4. Frequency matrix and its gray-scale mapping.

2.4. Support Vector Machines (SVM). SVM is a supervised learning algorithm com-
monly used for pattern recognition tasks. These algorithms use a set of patterns labeled
according to the group or class to which they belong in order to train classification models
with the aim of predicting the category of new patterns. The training of the model seeks
to find the hyperplane or group of hyperplanes that separates the classes with the widest
margin, resulting in a better generalization of patterns. For developing this work were
used non-linear SVM with radial function, as presented in equation 3, for the machine’s
kernel.

K(x, x′) = e
|x−x′|
2σ2 (3)

However, an SVM is designed to separate correctly a maximum of two classes, but on
a practical level it is more common to find multiple classification problems that involve
more than two classes. To solve these problems there are different methodologies, one
of these is called 1vsRest [17], that consist in to program the same amount of SVM’s as
classes, when the k-th model Yk(x) is trained using the data of class Cn as positive cases
and the remaining data as negative cases. Other option is to use the 1vs1 method, in
which are programmed K(K-1)/2 SVM and then the task of identification is performed
depending on the number of ”votes” that the pattern obtains from the SVM’s, however
this method increases the computational cost.

3. Results. As the main result a classification algorithm based on support vector ma-
chines with the ability to identify a pattern signal and two signals from the thinking of
vowels of Spanish language was obtained. The SAX method was used for reducing the
size of data and decrease the cost of training for SVM, obtaining the results shown in
Figures 5 and 6.

In figure 5 was used the SAX technique with a partition of four symbols, showing the
difference between the recorded control patterns and signals generated by the thinking of
a vowel, specifically /a/

Moreover, in figure 6 six symbols were used, and can be seen how the frequency matrix
changes if the partition is reduced or increased, this is helpful if we want to describe
with more detail each pattern, but for our work was enough with a SAX based on six
divisions. To implement the identification task with the support vector machine algorithm
was selected the 1vsRest method explained above, and due to we have three classes, three
SVM’s were programmed as it can be seen in table 3, one SVM for the neutral pattern
and the others two for identifying the signals generated by the thinking of vowels /a/ and
/e/ respectively.



894 D. A. Rojas, O. L. Ramos, and J. E. Saby

Figure 5. SAX with 4 symbols for neutral pattern (left) and vowel A
pattern (right).

Figure 6. SAX with 6 symbols for neutral pattern (left) and vowel A
pattern (right).

Table 3. Percentage of class separation according to the amount of sam-
ples acquired.

#Samples Class ’N’ Class ’A’ Class ’E’
3 56.1% 47.2% 52.6%
6 65.3% 58.4% 58.4%
9 78.1% 73.7% 70.6%
11 80.1% 84.5% 82.2%
12 85.6% 81.2% 89.2%
15 85.6% 85.8% 84.4%

In the table 3 are summarized the classification values in terms of the samples per class
that were used, and can be observed that the separation was more accurate in the SVM
trained with 12 or more samples. The recognition phase was divided into five stages,
the first one is related to the acquisition of new samples from the thinking of any of
the vowel that we want to identify, the second part consists of perform the same feature
extraction techniques that were used with the training samples, in third stage we have to
test or evaluate the support vector vector machines with the features extracted recently,
the fourth is about the computation of the SVM’s responses and the last stage is the
interpretation of the outputs in order to achieve a correct classification.

Taking into account that SVM’s are supervised learning algorithms, we must have
knowl- edge about the class of each machine represents, i.e. if the pattern belongs to the



Recognition of Spanish Vowels through Imagined Speech by Using Spectral Analysis and SVM 895

Figure 7. Example of figure

neutral category, the SVM located in first place have to respond positively, and the others
must give negative values. An example of the SVM response to new pattern that was not
taken into account for training is presented in Table 4.

Table 4. My caption

Signal
Electrodes

Labels
F7 F8 FC5 FC6 T7 T8

Neutral
1 1 1 1 1 1 Neutral
-1 -1 -1 1 -1 -1 A
-1 -1 1 -1 -1 -1 E

A
-1 -1 -1 1 -1 -1 Neutral
1 1 1 -1 -1 1 A
-1 -1 -1 1 -1 -1 E

E
-1 -1 -1 -1 -1 -1 Neutral
-1 -1 -1 1 -1 -1 A
1 1 -1 1 1 1 E

In table 4 are shown the responses obtained with the tests realized, and are highlighted
the wrong answers. As identification parameter, was used the mode of the answers ob-
tained with the testing stage for the SVMs, e.g. in the case of the signal produced by the
thinking of the vowel ”e”, we could say that the signal belongs to ’e’ label due to 5 of 6
signals evaluated were positive.

4. Conclusions. SVM are classifier algorithms that perform a class separation with eq-
uitable margins for each one, resulting in improved patterns generalization, compared to
others artificial intelligence techniques for the same task, like neural networks, but has an
important limitation in the amount of classes that each SVM can separate.

Although there is a measurable change between the two vocal signals, this is very
small, which causes confusion in the decision obtained from support vector machines in
the recognizing of patterns.

One of the greatest difficulties to identify a linguistic sign through EEG signals is that
the subject who is providing signals must remain concentrated and focused on the sign
language that he wants to send, for this it is necessary the use of visual stimuli, and even
hearing stimuli to keep the thought while data acquisition is performed.
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The sensor with more incorrect measurements was FC6 and the next in order of errors
was FC5, that could be due to the brain activity in these areas is related to the syntax, i.e.
the elaboration and coherence of utterances, which is one of the most complex processes
involved in speech production.

SVM react positively to the patterns extracted from the signals F7 and F8, these sensors
measured Brodmann areas related to semantics, its mean the explicit meaning that has
a linguistic sign.

As a future perspective is proposed the use of different signal processing techniques to
achieve feature extraction, distinctive enough to classify a large number of linguistic signs
with a high recognition rate.
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