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Abstract. On the basis of analytical theory of credible traditional data, this paper con-
structs a hierarchical trusted network model of dynamic data analysis by increasing time
factor, penalty factor and other weight parameters, which puts the credibility of the anal-
ysis of the problem down to the big data combinatorial problems of between the data
sources, data source and data dissemination network path. That is, by calculating the
credibility between data sources, the credibility of data and data source, the paper dynam-
ically constructs the Big Data networks of the trusted analysis through analytical data
calculating the overall credibility of data. The simulation results show that the model can
satisfy the requirement of the credibility of Big Data better, and provide the ideas to solve
the problem of the credibility measure for prospective research is feasible.
Keywords: Big Data; Credibility; Dynamic; Trusted Computing; Modeling and Simu-
lation

1. Introduction. At present, Big Data has been a hot research topic in the academic
filed. It has a typical ”4V” characteristic[1]: - Volume, Velocity, Variety, Value. At the
same time, it is not difficult to find the typical ”HDC” attribute of Big Data, that is,
Heterogeneity, Dynamic [2], Complexity [3]. Therefore, the large dataset must be filled
with a large number of unreliable data, which brings a lot of risk to the users of data. If
we can evaluate the credibility of the original data, we can reduce the risk effectively and
improve the credibility of Big Data.

As for Big Data, people need to be more urgent and study the trusted measurements
and evaluation methods of the new situation of Big Data. Therefore, the paper proposes
a new model based on hierarchical model of Big Datas credibility.

2. Credibility Analysis of Big Data.

2.1. Research on data credibility. At present, there are many research methods and
some results for the trusted measurement and evaluation of data. The methods of credibil-
ity analysis are mainly divided into two categories, one is subjective trust analysis based
on belief, which is a cognitive phenomenon which is the subjective judgment of the spe-
cific characteristics or behavior of the object of trust, and this kind of judgment, which
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has ambiguity, uncertainty and cant be accurately described, verified and speculated,
is relatively independent of the subject’s characteristics and behavior [5]. Documents
[5, 6, 7, 8] have proposed different subjective methods based on Probability, Fuzzy Set
Theory, Cloud Theory and so on. The other is the objective trust analysis based on the
evidence theory, which can be accurately described, verified and speculated. The trust
relationship between the two is strictly defined by appropriate evidence. D-S evidence
theory is used to calculate the credibility by documents [9, 10, 11].

Although the above research methods and classical algorithms make some contribu-
tion to the trusted measurement of common data, however, data has the typical ”4V”
and ”HDC” attribute in the era of Big Data, which determines that the large data has
the characteristics of multi-source, heterogeneous, spatio-temporal, social and high noise,
which makes the methods of traditional data analysis not meeting the needs of Big Data.
Most trusted computing models consider that only a part of the decision attributes, not
comprehensive. In the computation of comprehensive trust, they only consider the simple
weighted average of direct trust and indirect trust, and neglect the influence of environ-
mental context, which leads not well to describing the complexity and uncertainty of trust
relationship. In the process of modeling based on probability statistics, as a part of the
assumption, they are more subjective, and the accuracy of forecasting results and the
scientific nature of the trust decision are affected. Although the models take the dynamic
interaction and randomness between the entities into account, it can not consider the im-
pact of timeliness and malicious recommendation, and lack of flexibility. Once the weight
is determined, the system is very difficult to adjust it, it will result in a lack of adaptive
prediction model. Therefore, it is urgent to study the problems of the credibility measure
and service of Big Data.

2.2. Credibility description for Big Data. Aiming at the characteristics of Big Datas
”4V” and ”HDC”, this paper presents a model of Big Datas credibility measure of dynamic
construction, which is divided into three parts - the trusted measurement model of between
data sources, the trusted measurement model of data sources and the trusted measurement
model of data. The credibility of between data sources is restricted by the credibility of
data sources, the credibility of the data sources is restricted by the credibility of data and
the credibility of the data source, the credibility of data is restricted by the credibility
of between data sources and the credibility of data sources, they are interrelated and
restricted each other and constitute a whole. The relationship is shown in Figure 1.

In order to understand the model in Figure 1, the relevant definitions of the method
are given in this paper, which are used to explain the basic issues in the analysis of Big
Datas credibility.

Data source: It refers to the provider of data in the Big Datas environment.
Data: It refers to the characteristics of multiple attributes. Its notation is denoted as

Data={d1,d2,,dn}. Thereinto, di refers to the ”i” attribute of data.
Trusted network: It refers to a network composed of data sources and directed links

between them.
Definition 1. Credibility of between data sources: It is composed of the local cred-

ibility and the global credibility of between data sources. Its notation is denoted as
TrustA(B, t), the meaning behind which is the comprehensive credibility of data source
A relative to data source B at the ”t” moment.

Definition 2. Local credibility: When there is a direct context interaction between
data sources or the similarity of data or behaviors provided by between data sources ex-
ceeds a certain threshold, we believe that between data sources have a local credibility. It
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Figure 1. The correlation of the credibility model of between data sources,
data, data source

is composed of the credibility of direct context interaction and the credibility of the sim-
ilarity between data sources. Its notation is denoted as LocalTrustA(B, t), the meaning
behind which is the local credibility of data source A relative to data source B at the ”t”
moment.

Definition 3. Global credibility: It refers to the credibility of data source in the trusted
network, that is, the credibility of data source. Its notation is denoted asGlobalTrustA(B, t),
the meaning behind which is the global credibility of data source A relative to data source
B at the ”t” moment.

Definition 4. Credibility of data source: It is composed of the expected value of
the credibility of all historical data provided by data source and the recommendation
credibility of data sources of each layer in the whole trusted network. Its notation is
denoted as Trust(A, t), the meaning behind which is the credibility of data source A at
the ”t” moment.

Definition 5. Recommendation credibility: It refers to the credibility of data source
relative to the best path to the objective data source.
Its notation is denoted as Recommend(A,B, t), the meaning behind which is the recom-
mendation credibility of data source A relative to the best path to data source B at the
”t” moment.

Definition 6. The true credibility of data provided by a data source: It refers to the
comprehensive of the direct and indirect credibility of data provided by a data source. Its
notation is denoted as Trust(A, data, t), the meaning behind which is the true credibility
of data provided by data source A at the ”t” moment.

Definition 7. Direct credibility of data provided by a data source : It refers to
the credibility of data source in the entire trusted network. Its notation is denoted as
DirTrust(A, data, t), the meaning behind which is the direct credibility of data provided
by data source A at the ”t” moment.

Definition 8. Indirect credibility of data provided by a data source : It refers to the
credibility of this data recommended by adjacent data sources with high credibility. Its
notation is denoted as InDirTrust(A, data, t), the meaning behind which is the indirect
credibility of data recommended by data sources associated with the data source A at the
”t” moment.
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Definition 9. Credibility of data: It refers to the probability of complementary events
of this unreliable data provided by all the data sources which are direct or related providers
in the historical records. Its notation is denoted as Trust(data, t), the meaning behind
which is the credibility of data in the whole trusted network at the ”t” moment.

From the above definition, the relationship is shown in Figure 2.

Figure 2. The correlation of the credibility definition of between data
sources,data,data source

3. Trusted analysis model for Big Data. According to the relevant description of
the credibility analysis of Big Data, this paper presents a dynamic network model of
the credibility analysis, which is composed of a trusted network structure, when the
credibility of data is calculated. In the initial time, the analysis network is composed
of distributed data sources which are obtained by expert experience, and the network
topology is dynamically changed. Then, the network model of the credibility analysis
is constructed when the correlation between data sources is calculated . Finally, the
credibility measurement of Big Data is carried out through the network model.

3.1. Measurement model of trusted network. When there is a direct context inter-
action among data sources or the similarity of data or behaviors provided by between data
sources exceeds a certain threshold. The direct link of the directed graph can be estab-
lished among data sources. With the expansion of the network size, the trusted network
is becoming more and more stable. If it finds out that a data source is not trusted, the
model can also quickly impose the penalty factor on the credibility of the provider (data
source), making it less reliable for the provider for a period of time. But as time goes on,
if the data source can continue to provide reliable data, its credibility will be restored. If
data sources have no new context in a calculation interval in the network model of the
credibility analysis, time penalty is imposed on them.
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By definition 1, the credibility between data sources is calculated by the formula (1),
that is, the credibility of data source A relative to data source B, as is shown below in
formula (1).

TrustA(B, t) = α1 · LocalTrustA(B, t) + β1 ·GoobalTrustA(B, t) (1)

Thereinto, α1 + β1 = 1.
According to definition 2, the local credibility between data sources is calculated by the

formula (2), that is, the local credibility of data source A relative to data source B, as is
shown below in formula (2).

LocalTrustA(B, t) =


Random()or0, t = 0
LocalTrustA(B, t− 1) · µL(t), ∆Context(A,B, t) = 0
[α2 ·DirTrust(A,B,Context(A,B, t), t)
+β2 · Accept(A,B, t)] · λL(t), other

(2)
Notes:
a) The initial value is a random number or 0, which indicates that data source A has

some trust or no trust for data source B.
b) µL(t) is the time decay factor at the ”t” moment. If the local credibility of data

source A is the same as that of data source B at the t and t-1 moment, then it is punished
by the time decay factor. Thereinto, µL(t) = 1 − ∆t

t−t0 0≤ µL(t) < 1. ∆t is the time
difference of calculation between two times. ”t0” is the starting moment of the current
calculation, ”t” is the current moment.

c) ∆Context(A,B, t) is whether between data source A and data source B has a new
context of direct interaction at the ”t” moment.

∆Context(A,B, t) = Context(A,B, t)− Context(A,B, t− 1)

d) DirTrust(A,B,Context(A,B, t), t) is the trusted value of data source A relative to
data source B in the circumstances of context interaction at the ”t” moment.

e) Accept(A,B, t) is the recognition value of the similarity of data source A relative to
data source B at the ”t” moment.

Accept(A,B, t) =

∑
dataa∈Data(A)∩datab∈Data(B)

Sim(dataa, datab)

Data(A) ∩Data(B)

Thereinto,Data(A) is a data set provided by data source Adataa is a data provided by
data source.
Sim(dataa, datab) is the similarity degree between dataa and datab.Data(A) ∩Data(B)
is the number of the same theme in the data sets provided by data source A and B.

f) λL(t) is the penalty coefficient of local credibility of the model at the ”t” moment.

λL(t) =

{
1, ∆LocalTrustA(B, t) ≥ 0
0 ≤ λL(t) < 1, ∆LocalTrustA(B, t) < 0

Thereinto,∆LocalTrustA(B, t) is whether the local credibility of data source A relative
to data source B has changed at the ”t” moment.

∆LocalTrustA(B, t) = LocalTrustA(B, t)− LocalTrustA(B, t− 1)

g) α2 + β2 = 1.
By definition 3, the global credibility between data sources is calculated by the formula

(3), that is, the global credibility of data source A relative to data source B, as is shown
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below in formula (3).

GlobalTrustA(B, t) = Trust(B, t) (3)

3.2. Trusted measurement model of data source. According to definition 4, the
credibility of data source is calculated by the formula (4), that is, the credibility of data
source A, as is shown below in formula (4).

Trust(B, t) =


Random()or0, t = 0
Trust(A, t− 1) · µS(t), ∆Trust(A, t) = 0

[α3 ·
∑

dataa∈Data(A)

Trust(dataa,t)

SUM(Data(A))

+β3 · (γn ·Recommendn(A, t))] · λS(t), other

(4)

Notes:
a) The initial value is a random number or 0.
b) µS(t) is the time decay factor at the ”t” moment. If the credibility of data source

A is the same at the t and t-1 moment, then it is punished by the time decay factor.
µS(t) = 1− ∆t

t−t0 ,0≤ µS(t) < 1.

c) λS(t) is the penalty coefficient of the credibility of data source at the ”t” moment.

λS(t) =

{
1, ∆Trust(A, t) ≥ 0
0 ≤ λS(t) < 1, ∆Trust(A, t) < 0

Thereinto, ∆Trust(A, t) is the difference of calculation for data source A at the t and
t-1 moment.

∆Trust(A, t) = Trust(A, t)− Trust(A, t− 1)

d) Trust(dataa, t) is the credibility of dataa.
e) Sum(Data(A)) is the total number of data provided by data source A.
f) γn is a 1∗n dimensional vector which consists of trusted weight of every layer relative

to the objective data source in the trusted network.
g) α3 + β3 = 1..
h) Recommendn(A, t) is the recommendation credibility of each layer of data sources

relative to the objective data source A. Thereinto, it is a n ∗ 1 dimensional vector, the
first element of which is the expected value of recommendation credibility of all data
sources of the first layer, and the like, each vector element is the expected value for the
corresponding layer. The average number of layer is set according to the accuracy and
needs, the greater the number of layer is, the greater the amount of calculation is, and
the credibility of the corresponding data is more accurate.

i. The recommendation credibility of a data source relative to data source A for the
”i” layer of trusted network is calculated by the formula (5), as is shown below in formula
(5).

Recommend(Xi, A, t) = Trust(Xi, t) · TrustXi
(Neighbormax(Xi− > A), t) (5)

Thereinto, Xi is a data source X of the ”i” layer. Neighbormax(Xi− > A is a data
source with the largest credibility adjacent to Xi on the ”i-1” layer.

ii. The expected value of the recommendation credibility of data sources relative to
data source A for the ”i” layer is calculated by the formula, as is shown below.

Recommend(A, t)(i) =

∑
X∈Circlei(A)

Recommend(X,A, t) · Sum(Circlei(A))

Sum(Circlei(A))

Thereinto, Circlei(A) is a set of all data sources on the ”i” layer in the trusted network.
Sum(Circlei(A)) is the number of all data sources on the ”i” layer.
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3.3. Trusted measurement model of data. By definition 9, the credibility of data is
calculated by the formula(6), as is shown below in formula (6).

Trust(data, t) = 1−
∏

data∈Data(X)

(1− Trust(X, data, t)) (6)

Shows by definition 6, the true credibility of data provided by a data source is calculated
by the formula (7), that is, the credibility of data source A relative to the data, as is shown
below in formula (7).

Trust(A, data, t) = α4 ·DirTrust(A, data, t) + β4 · InDirTrust(A, data, t) (7)

Thereinto, α4 + β4 = 1.
By definition 7, the direct credibility of data is calculated by the formula (8), that is,

the credibility of data source A, as is shown below in formula (8).

DirTrust(A, data, t) = Trust(A, t) (8)

From definition 8, the indirect credibility of data is calculated by the formula (9), that
is, the indirect credibility of data source A relative to the data, as is shown below in
formula (9).

InDirTrust(A, data, t) =

∑
X∈Neighborn(A)

Trust(A,X, t) · Trust(X, data, t)

n
(9)

Thereinto, Neighborn(A) is n data sources with high credibility adjacent to data source
A.

3.4. Algorithm analysis process. Data source is an entity in the trusted network,
denoted as ”entity”; data is the data provided about a subject by the corresponding
entity, denoted as ”data”; the theme is the subject of data, denoted as ”theme”. The
behaviors of an entity can be considered to provide a data for a theme in a certain
period, the data belongs to the entity, denoted as ”data ∈ entity”, the data depends on
the corresponding theme, denoted as ”data ∈ theme”, the theme belongs to the entity,
denoted as ”theme ∈ entity”. An entity provides a data set, denoted as ”Data(entity) =
{theme | data ∈ entity}”, the relationship of an entity associated with all the subjects
is denoted as ”Theme(entity) = {theme | theme ∈ entity}”, the relationship of a theme
associated with all the data sets is denoted as ”Data(theme) = {data | data ∈ theme}”.

As mentioned above, firstly, the credibility of an entity relative to other entities is
calculated, starting from the formula (1) to calculate the credibility of between data
sources. According to the formula (2) and formula (3), the contents of the two aspects
are calculated, on the one hand, the formula needs to calculate the local credibility. If
the entity has a context interaction (condition 1) or a new behavior (condition 2), the
local credibility need updating, if there is no new behavior, time penalty is imposed on
it. If the entity meets the condition 1 in the calculation process, or the entity not only
meets the condition 2, the similarity of data or behaviors provided by between entities
but also exceeds a system threshold, the link of the directed graph can be established
among entities, thereinto, the weight of the link is the value of local credibility. On the
other hand, the formula needs to calculate the global credibility.

Secondly, the credibility of an entity is calculated by the formula (4). If the expected
value of the credibility of all historical data provided by the entity or the recommendation
credibility of entities of each layer changes, the credibility of the entity is updated. If the
credibility is not changed, time penalty is imposed on it.

Finally, the formula (6) calculates the credibility of data depending on a theme by
using the probability of complementary events. The formula (7) gives the true credibility
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of data provided by the entity. Meanwhile, the formula (8) gives the direct credibility
of data provided by the entity, and the formula (9) gives the indirect credibility of data
provided by the adjacent entities. If an entity provides some malicious and false data in
the experiment, the entity will be severely punished, so that it can be a very low value
in the trusted network. If its behavior is always normal, the credibility will be improved
with the increase of their credit. The whole algorithm of the program flow chart is shown
below in Figure 3.

Figure 3. The calculation process of data’s credibility

4. Case analysis and verification. In the paper, the simulation tool is MATLAB, and
the simulation experiment selects the Big Data in social networks.
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4.1. Design of simulation experiment. The experimental data get the goods infor-
mation of commercial website, especially the collection of information on the evaluation
of goods, from the current e-commerce platform through the web crawler technology,
and part of the sample data are artificially labeled. Data sets include eight categories of
goods, different brands of goods. In this experiment, 79,723 pieces of goods are randomly
selected, the number of users reached about 300,000 people, and the evaluation informa-
tion is as many as ten million. A theme refers to a piece of goods, the entity refers to a
customer, and a data refers to the user’s evaluation of a goods.

There are more parameters involved in the model, among which are the parameters
involved in the credibility of between data sources- the number of data sources N, the
local trust weight α1, the global trust weight β1, the local direct credibility weight α2,
the similarity weight of local trust β2, the time decay coefficient µL(t), the penalty co-
efficient of local credibility λL(t), the data or behavior similarity threshold η, the time
difference of calculation ∆t, the parameters involved in the credibility of data source-
the credibility expectation weight of historical data α3, the recommendation weight β3,
the time decay coefficient µS(t), the penalty coefficient λS(t), the layer number n, the
multidimensional weight vector γn, and the parameters involved in the credibility of data
the direct credibility weight α4, the indirect credibility weight β4.

In this experiment, the collected data is divided into two parts. A part of data is used
to establish the trusted network, which is trained repeatedly and adjusts the value of the
parameters, the other part of data is to verify the stability and accuracy of the model.
The settings of the parameters are as follows.

Table 1. The default parameters’ list for simulation experiments

Pa-
rame-

ter
Default value Description

N 302412 the number of data sources
µL(t) µL(t) = 1− ∆t

t−t0 the time decay coefficient of local credibility

λL(t) 0≤ λL(t) ≤ 1 the penalty coefficient of local credibility
α1 0.735 the local trust weight
β1 0.265 the global trust weight
η 0.314 the data or behavior similarity threshold

∆t 1 the time difference of calculation
α2 0.735 the local direct credibility weight
β2 0.265 the similarity weight of local trust
α3 0.655 the credibility expectation weight of historical data
β3 0.345 the recommendation weight
n 3 the layer number
γn (0.64,0.27,0.09) the multidimensional weight vector
µS(t) µS(t) = 1− ∆t

t−t0 the time decay coefficient of the credibility of data source

λS(t) 0≤ λS(t) ≤ 1 the penalty coefficient of the credibility of data source
α4 0.703 the direct credibility weight
β4 0.297 the indirect credibility weight

4.2. Experimental results and analysis. Combined with 3.4 section, data are im-
ported into the algorithm to verify the feasibility. In the process of experiment, we artifi-
cially set a customer’s data, using the formula (1), formula (4), formula (6) for calculating
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the credibility of the customer, and observe the change of its credibility with time. As
shown in Figure 4.

Figure 4. A customer’s trusted value changing with time trend

From Figure 4, we can find that the customer’s credibility presents a rising trend at
the T0 − T30 moment, but the customer’s credibility has a slow downward trend at the
T12− T18 moment, which is mainly due to the absence of new behavior and imposes time
penalty on its credibility. As a result of the customer to make an unreliable behavior at
the T31 moment, it has been punished, resulting in its credibility dropped to 0.1. After the
T32 moment, the customer’s behavior is normal and the credibility starts recovering, but
the trend is relatively slow. The trusted network topology diagram of hierarchical data
sources and the transitive diagram of the credibility of hierarchical data sources relative
to a data are shown in Figure 5 at a certain moment. By definition 2, the formula (2) is
used to calculate the local credibility of between data sources, and the trusted network
can be constructed. As shown in Figure 5 (a), a partial network topology graph is given,
as shown in Figure 5 (b), the transitive credibility diagram is given for certain data. We
can draw from the fact that a data not only has direct contact with the provider, but
also is surrounded by a lot of data sources which are directly or indirectly linked to the
data, forming a small trusted network, which can greatly improve the accuracy of a data
credibility evaluation.

5. Conclusions. In this paper, the typical characteristics and attributes of Big Data
is analyzed in detail with combination of the credibility analysis model of general data.
Based on the hierarchical model, it gives the analysis model of Big Data credibility mea-
surement. In the case of the large amount of data provided by data sources, the model
can accurately analyze the credibility of data, and it is better to satisfy the requirement
of Big Data. A simple instance is selected to verify the feasibility of the model. But there
are still shortcomings: (1) the default values of the parameters need to be adjusted to
adapt to different scenarios, which needs to be improved; (2) the method of building the
credibility analysis network still needs to be improved; (3) the model doesnt take some
effective measures to amend them for the unreliable data. Above three points will be the
focus in further research work.
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Figure 5. The partial topological diagram of trusted network at a certain time
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