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Abstract. With the popularity of smart phones nowadays, image retrieval on mobile
devices has been applied on a wider scale. To balance the efficiency and performance, an
image retrieval algorithm which consists of two matching steps is proposed for furniture
images captured by mobile devices (named mobile images). In the first stage, similar
images are quickly obtained by the rough matching algorithm based on the bag-of-words
(BOW) method. In the second stage, the most similar image is selected from the se-
lection of similar images using the fine matching algorithm based on ORiented Brief
(ORB).There are four main contributions in this paper. Firstly, add a spatial relation-
ship to BOW features, an image is divided into three circular parts: the inner, middle
and outer parts. Secondly, a feature point extraction method on concentric circles is pro-
posed, which are resistant to geometric attack. Thirdly, the Gabor local line-based feature
(GALIF) descriptor is improved by changing the filter object from the line to areas and
overcome its weakness of low efficiency and rotation-sensitivity. Finally, a new image
signature matching strategy is proposed based on Euclidean distance and a scale invariant
feature to improve matching accuracy. Experimental results on a database with thousands
of images show that our algorithm can retrieve mobile images quickly and precisely.
Keywords: Three-party; Key agreement; Secret sharing; Security; Efficiency

1. Introduction. Nowadays, people are almost inseparable from their smart phones.
People tend to get information from their surroundings by way of mobile images. This
involves the question of mobile visual search. At present, there have been some mature
applications on mobile visual search. In 2011, IKEA released their mobile application
for their magazine for the iOS and android platforms. As shown in Figure 1, people can
access the online shopping web page or some introductory videos after taking photos of
the furniture images with their mobile phone. There are still a lot of similar applications,
which involve mobile visual search technology.

The basic principle of image retrieval usually goes like this. Firstly, feature points are
extracted from images, and then the feature points are described as a vector using some
algorithm such as SIFT [1, ]. Finally, the image feature vectors from the database are
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Figure 1. IKEA’s applications on mobile visual search

matched one by one and the image which has the highest correct matching rate will be
regarded as the one most similar.

For the extraction of image feature points, the traditional method contains Harris
corner detection [2, ],features from Accelerated Segment Test (FAST)[3, ], and so on.
These methods can extract feature points accurately, but most of them are local image
features and are time consuming.

For feature points description, SIFT [1, ] and SURF[4, ] et al. are widely used. The
Gabor-based feature description method was first proposed by Gabor [5, ] and has been
widely used in the facial recognition field [6, 7, ]. Eitz et al. [8, ] proposed a Gabor local
line-based feature (GALIF) description method. However, it has some shortcomings, such
as rotation-sensitivity. Because Gabor filtering results are robust to lights, it is still very
suitable for processing camera images.

With the increase of database capacity, the matching process of the feature point de-
scriptors spends too much time on image retrieval. To speed up the process of image
retrieval, Sivic [9, ] referenced the method of text retrieval, called bag-of-words, which
regards the feature descriptor as a visual word and the clustered feature descriptors as
a visual vocabulary. With the aforementioned bag-of-words method, an image would be
represented as the histogram of a word’s frequency. The image retrieving process will
be simplified to histogram matching. The performance of image retrieval surely can be
improved, but the bag-of-words method abandons spatial information of an image thor-
oughly, which reduces the accuracy of image retrieval.

There exists a famous image matching method called ORB [10, ] (oriented FAST and
rotated BRIEF), which can match two feature descriptors quickly with a low cost of
memory. The feature points are detected by oFAST [11, ], which has been improved
based on FAST [3, ] and the feature is described by rBRIEF which has been improved
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based on BRIEF [12, ]. Considering the performance and the accuracy, we use ORB in
our algorithm as the fine matching stage.

2. The Overall Algorithm Flowchart. In this section, we explain the overall algo-
rithm flowchart, which is mainly divided into two parts; the database establishment and
camera image retrieval stages.

(1)Database establishment stage: As shown in Figure 2, for every image in the database,
we detect its image contour first using the Canny edge detector and by extracting the
feature points by the concentric circles-based feature points extraction method. Next, the
descriptor for feature points will be generated by the improved GALIF method. After that,
feature points descriptors of all the images will be clustered into a visual vocabulary by
the K-means clustering algorithm. Finally, the histogram of cluster occurrence generates
a signature for the image. The visual vocabulary and signatures of all images will be
preserved in a database for later use.

Figure 2. The database establishment stage

(2)Camera image retrieval stage: As shown in Figure 3, for a camera image, we firstly
extract its feature points and describe them using the methods mentioned above. Then
we generate its signature using the preserved visual vocabulary. After that, the signature
will be matched with the preserved ones using our matching strategy and then a set of
candidate images will be obtained at the result of the rough matching step. Finally, the
most similar image will be found using the ORB method at the result of the fine matching
step.

2.1. The Novel Concentric Circles-based Feature Points Extraction Algorithm.
In order to speed up the image matching process, the feature points are extracted only on
the contour of each image. Eitz et al.[8, ] selected the feature points by evenly dividing the
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Figure 3. Camera image retrieval stage

image into 32×32 sub-blocks, and one point in each sub-block was selected as the feature
point. Although this method is simple, it is not effective enough because the points
selected are not evenly distributed throughout the useful part of the image. Sometimes
there may not even be any contour points in the sub-block. Therefore, the selected points
cannot reflect the characteristics of the contour and thus leads to mismatching. In order
to solve this problem, we propose the concentric circles-based feature points selecting
algorithm based on Canny boundary detection algorithm which is robust to geometric
transformation. The steps are described as below:

(1)Image pre-processing. In order to ensure image consistency before and after pho-
tographing, the image pre-processing mainly includes the following: Due to cellphone
cameras having high resolution, an image scaling adjustment is necessary which can re-
duce much process time on it. Affine transformation in camera images should be adjusted
as well. To extract a better boundary contour, the photo image should also be sharpened.
Figure 4(a) shows an original image whose contour image is extracted by Canny edge
detector shown in Figure 4(b).

(2)Draw a bounding box on the contour image. The white pixels around the contour
image should be removed as the background is not of interest to us. We define the half
length of the bounding box’ diagonal as R, as shown in Figure 4(c), and the feature points
are selected in the bounding box area. By doing this, the processed area can be reduced,
so the selecting speed of the feature points can be improved. Furthermore, this method
can resist translation transformation because this method can ignore the relative position
of interesting content in the image.
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(a) original image (b) contour image (c) process of select-
ing points

(d) feature points

Figure 4. The feature points selecting result

(3)Select points using concentric circles. The bounding box’s center is defined as O
and the interval distance between the adjacent concentric circles is defined as d. Draw
concentric circles by the center of O and the first radius of r=d, and r increases by degree d
until r=R, as shown in Figure 4(c). The interval distance d=αR, where α is the parameter
defined to control the number of the concentric circles in this paper, being α=0.025. The
points of intersection of concentric circles and the contour of the image are selected as
the feature points pi as shown in Figure 4(d). This feature points selecting method can
resist image rotation because it is based on concentric circles. In addition, it is resistant
to image resizing because the interval distance among the concentric circles changes based
on parameter α.

Looking at Figure 4(d), we can see that the selecting feature points retain the shape of
the original contour image well and the feature points are uniformly distributed.

Using our concentric circle-based feature points extraction algorithm, the feature points
can selected evenly and robust to geometric attacks. What’s more, the number of feature
points can be regarded as the degree of density of the image, called density value. Before
matching, we can use density value to distinguish the dense and the sparse image. When
the difference of two density values is larger than a threshold, the two images will be
regarded as different. Just by comparing the density values, the numbers of images in the
database to match later will reduce greatly, which will save a great amount of time.

2.2. Feature Descriptor Based on Improved GALIF. The Gabor feature extraction
method has been widely used in the visual information processing field. There are some
reasons for using the Gabor feature extraction in our algorithm. First of all, Gabor
features are not sensitive to changes in local lighting, which can be used to solve the
illumination problems in a camera image. What’s more, the Gabor filter is sensitive to
the edge of the image, so its filtering results can reflect direction information of the gray
gradation which can be used to describe the feature points extracted by the circle-based
feature points extraction method.

A Gabor local line-based feature (GALIF) descriptor has been proposed by Eitz et
al. [8]. In GALIF, the counter image was filtered by Gabor filter using 8 directions to
describe a point. Although this works well, it has some shortcomings as well. Firstly,
the filtering object of GALIF is a sketch image, so it just processes a subset of the lines
in a sketch which doesn’t take into account a lot of useful information. Considering the
camera image, we change the filtering object to the gray image corresponding to the
contours. Secondly, GALIF is not resistant to rotation. Finally, it is time consuming to
filter the whole image. So a n×n patch around feature points is filtered which improves
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Table 1. the effect of filtering with local patches

Feature α d Patch size T
100 0.025 9 5×5 1%
1000 0.05 18 9×9 3%
100 0.025 9 5×5 10%
1000 0.05 18 9×9 30%

the algorithm performance effectively in our method. The improved feature describing
process is described as follows:

(1)For each feature point pi extracted by the concentric circle-based feature points
extraction method, we computes its coordinate direction with rectangle center O as yi.
The coordinate direction perpendicular to yi is defined as xi. As shown in Figure 5, xi,
yi are regarded as the local coordinate system of pi.

Figure 5. Local coordi-
nate system of point pi

Figure 6. Local patch
around point pi

(2)Draw a n×n patch around pi on the gray image corresponding to the contours, as
shown in Figure 6. At the local coordinate system xi, yi divides the patch into four areas:
Ai,i=1,2,3,4. To ensure that a descriptor contains characters of a patch sufficiently and
is not disturbed by adjacent patches, we define that n=d/2, so the size of n is related to
the interval distance of concentric circles.

(3)The local patch is filtered with Gabor filters in eight different directions atOj,j=1,2,...,8.
These directions are based on a local coordinate system and their values are among 0 and
180 degrees. We define a 32-dimensional vector F to store the filtering results. Because
the filtering result of area Ai may contain more than one pixel, we define the mean value
of the filtering result in area Ai as aji in the direction of oj . The filtering results aji
in 4 areas and 8 directions are assigned to vector F. Thus, a point will be regarded as
32-dimensional descriptor F, as shown in Figure 7.

Table 1 shows the effect of filtering with local patches. α and d are parameters men-
tioned in section 2.1. Parameter T is the ratio of actual filtering areas with local patches
to filtering areas with the complete image. Table 1 shows that when feature numbers are
among 100 and 1000, and T is just among 1% and 30%, the speed of filtering will clearly
be improved.

We use the image in Figure 8 to test the anti-rotation of our algorithm, the original
image is rotated by different. Table 2 shows the numbers of points extracted from Con-
centric Circles-based Feature Points Extraction Algorithm of each rotated image. The
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Figure 7. The process of improved GALIF

Figure 8. The rotated images

rotated images are described by our algorithm and their differences with the original im-
age are measured by the Euclidean distance. It reveals that our algorithm with GALIF
is anti-rotation.

2.3. Image Signature Generation Method Based on Improved BOW. After all
the feature points descriptors of all images are stored in the database, a visual vocabu-
lary using the K-means clustering method is obtained. Next, the histograms of cluster
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Table 2. The numbers of points extracted

rotation 0 15 30 45 60 75 90 105 120 135 150 165
Feature

Numbers
290 294 301 305 301 288 285 286 305 301 304 285

difference 0
0.0
171

0.0
124

0.0
200

0.0
135

0.0
109

0.0
039

0.0
119

0.0
028

0.0
147

0.0
081

0.0
192

occurrences generate signatures for the images in this way. By comparing each feature
point descriptor in an image with visual words in the visual vocabulary, when finding
the nearest word, the number of this word will increase. Continue until all the points
feature descriptors are processed. Finally, a histogram of visual words occurrences will be
produced as the signature of an image. For example, in Figure 9(a), different colored cir-
cles on the image represent different feature descriptors. Figure 9(b) shows the signature
of the image. The horizontal coordinate represents a visual vocabulary which contains
10 words and the vertical coordinate represents the occurrence of visual word. So, the
signature of the image is vector H, H=[4,11,7,0,0,2,1,1,1,1]. To compare with different
images, the vector H will be normalized as a result.

(a) Feature points on the image (b) Histogram of visual words occurrence

Figure 9. Signature generation procedure of BOW

The location information of the image is not factored in the traditional bag-of-words
method which leads to the mismatching of the two images. To solve this problem, we
divide an image into three circle areas to produce their respective signatures. The specific
steps are as follows:

(1) One image is firstly divided into three areas. The edge of the image is surrounded
by a bounding box and half of the bounding rectangle diagonal is defined as R. According
to the rectangle center O, circles will be drawn by radii of R/3,2R/3,R , respectively.
Thus, the three concentric circles divide the image into three areas, A1,A2,A3,as shown in
Figures 10(c) and 10(d). The interval distance of concentric circles is related to the value
of R, which will be resistant to image scaling attacks. When rotating the image, the three
circle areas are relatively invariant, which will thus resist image rotation attacks.

(2) The signatures of the three areas are generated respectively. In the matching pro-
cess, we firstly use the inner area’s signature to obtain a set of candidate images which
contain n1 images. After that, the middle area’s signature will be used to select the n2
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images from the n1 ones. Lastly, a set of n3 images will be found from the n2 ones. n1,
n2, n3 are the numbers of images and n3 <n2 <n1 . The values of n1 ,n2 and n3 can be
obtained by experience from different databases. In our experiment n1=50,n2=30,n3=8.
When a set of images is reduced from n1 to n2and then to n3, the most dissimilar images
will be removed quickly. Although this operation may slow down the matching speed
process, the number of mismatched images can be reduced too. There is a compromise
between performance and accuracy. Experimental results show that our algorithm can
obtain a set of about 10 images, which contain the original image corresponding to the
camera image. Figures 10(a) and 10(b) are two original images and the feature descriptors
are very similar as shown in Figure 10(e). The area partition results of them are shown
in Figures 10(c) and 10(d). As is shown in Figure 10(f), the signatures of the two images
are distinguished just by area A1.

(a) (b) (c) Areas partition
result of (a)

(d) Areas partition
result of (b)

(e) Signatures of (a) and (b) (f) A1’s signatures of (a) and (b)

Figure 10. Area partition

2.4. The Proposed Image Signature Matching Algorithm. The next step is to
match the image signature vectors in the database after retrieving the signature of the
photo image. The two images are matched when the distance of the two signature vectors
is close enough. The Euclidean distance neglects the relationship among dimensions in a
signature vector. To solve this problem, we propose a scale transformation invariant to
rectify the mismatching caused by Euclidean distance. Experimental results show that
this image signature matching method improved matching accuracy.

Assuming that the image signature vector computed based on BOW is x=(x1,...xk) ,
and that there exists scale transformation before and after photographing, so we assume
the image signature vector after photographing is x′=(x1

′,...xk
′). The relative number

of the feature before and after photographing stays roughly the same, that is to say if
the number of one feature is more than other features before photographing, the number
of the feature will still be more than other feature after photographing. As is shown in
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Figure 11, we can see that the signature vector has the linear relationship before and after
photographing, and the linear relationship is the scale transformation before and after the
photograph is taken.

(a) The signature vector before pho-
tographing

(b) The signature vector after photograph-
ing

Figure 11. Relationship between the signatures

So, the relationship between the image signature vectors before and after photographing
approximately equal to be linear which is defined as Formula 1,

x′ = αx (1)

where α is the coefficient which indicates the linear relationship between x′ and x .
Then an invariant σ is defined as Formula 2,

σ =
k∑

i=1

√
(xi − x̄)2

x̄
(2)

where σ is proved to be invariant before and after photographing by Formula 3. The
invariant σ′ after photographing is obtained according to the Formula 1.

σ′ =
k∑

i=1

√
(xi′ − x̄′)2
x̄′

=
k∑

i=1

√
(αxi − αx̄)2

αx̄
=

k∑
i=1

√
(xi − x̄)2

x̄
= σ (3)

σ′ equals to σ prove that there exits a value which is constant before and after pho-
tographing. So the invariant can be used to compare signatures to rectify the mismatching
results caused by Euclidean distance. After comparing the query signature with the ones
in database, a set of similar signatures rank top are selected which contains both the right
and wrong results. Then the invariants are computed and compared. The final order of
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the similar signatures is re-ranked by the invariants comparison results that the order of
the right results will be increased and the wrong ones be decreased.

Figure 12(a) shows a set of images retrieved just by using Euclidean distance, whose
order starts clockwise from the top left image - from f1 to f8. The middle image is the
captured query image. Figure 12(b) is the retrieval results re-ranked by the invariants
σ. It shows that the sequence number of f5 ranked from 5 in Figure 12(a) to 1 in Figure
12(b).

Each histogram in Figure 12(c)and 12(d) is a signature of the corresponding image.
The horizontal ordinate represents a visual vocabulary which contains 180 words and the
vertical coordinates represents the occurrences of visual words.

Table 3 shows the histogram comparison values of the query image with the 8 images in
Figure 12(a) by Euclidean distance and σ respectively. The difference among Euclidean
distances is very small but the difference of σ is larger.

(a) Euclidean distance comparison result (b) Reordered result by σ

(c) Corresponding histograms of images in (a) (d) Corresponding histograms of images in (b)

Figure 12. Comparison of Euclidean distance and reordered result by σ

2.5. Fine Matching Process. After rough matching process, a set of similar images as
candidate images are obtained. Next, the fine matching method is applied in order to
get the final result. At which point, the fine matching algorithm is carried out by ORB.
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Table 3. Histogram comparison value

f1 f2 f3 f4 f5 f6 f7 f8
Euclidean
distance

0.0
984

0.0
994

0.0
997

0.1
090

0.1
095

0.1
133

0.1
143

0.1
163

comparison
of σ

5.17 3.61 19.18 7.65 1.6 4.43 1.99 3.41

Firstly, we extract feature points from both the query and candidate images using oFast,
respectively. Secondly, the feature points are described by rBRIEF. Thirdly, the candidate
matching point-pairs are obtained by way of cross-match method. The number of the
matched point-pairs is called cross-match numbers. Finally, the geometric verification
step eliminates matches with wrong feature locations by changing the viewing position.
The correct matching points are called inliers. The ratio of inliers number and cross-
match number is a key measurement of match result - the larger the better. The detailed
flowchart is described in Figure 13.

Figure
13. Flowchart of
fine match

Figure 14. A set of
candidate images

Through the operation of the previous sections, one result obtained by rough matching
is shown in Figure 14. Among them, the middle image is the query image, which is
surrounded by eight candidate images ranked from f1 to f8. The query image is matched
with eight candidate images using fine matching. Table 4 shows the matching results. By
setting the threshold of inliers to 100, and the ratio of inliers and cross-match numbers to
70%, candidate image f2 is selected as the final search result. Experimental results show
that fine matching can obtain the most similar image from the rough matching result
precisely.

3. Experimental Results. Experiments are conducted with the database of thousands
of furniture images collected from the IKEA. The visual vocabulary and signatures of
the images in database is computed and preserved in the database establishment stage.
The visual vocabulary size is set to 180, so every signature of images in database is a
histogram of 180 dimensions.
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Table 4. Data of fine matching

Candidate
Image

f1 f2 f3 f4 f5 f6 f7 f8

cross-match
numbers

106 218 187 91 182 161 97 116

Inliers
numbers

1 171 92 8 87 53 7 13

ratio 0.001% 78.4% 49.2% 0.09% 47.8% 32.9% 7.22% 11.2%

Four groups of experiments are chosen to test the rough matching algorithm in the
following. Figure 15 shows four query images captured by mobile phone: Chair, Drawer,
Sofa and Desk. For each camera image, we firstly extracted its feature points using pro-
posed concentric circles-based feature points extraction algorithm, as shown in Figure 16.
Then, the histogram of signatures will be generated using the preserved visual vocabulary.
After that, the signature of each camera image is compared with the preserved signatures
in database using the proposed image signature matching algorithm. Finally the first
eight retrieval results of each camera image are shown in Figure 17 which proves that
the rough matching can ensure that the most similar image to be found in the group of
similar images.

(a) Chair (b) Drawer (c) Sofa (d) Desk

Figure 15. Camera images

(a) Chair’s fea-
ture extraction

(b) Drawer’s
feature extrac-
tion

(c) Sofa’s feature extraction (d) Desk’s feature extraction

Figure 16. The contour feature points extraction
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(a) Chair’s retrieval results (b) Drawer’s retrieval results

(c) Sofa’s retrieval results (d) Desk’s retrieval results

Figure 17. The rough matching results

The fine matching process is conducted to each group of rough matching results in
Figure 17. Table 5 shows the ratio of inliers numbers and cross-match numbers of the
four rough matching results. The larger ratio is the better and the best ratio is shown in
boldface. So the finally retrieval results of the four camera images are Chair: f1 in Figure
17(a); Drawer: f2 in Figure 17(b); Sofa: f3 in Figure 17(c); Desk: f6 in Figure 17(d).
The fine matching results prove that the most similar image is selected from the rough
matching results precisely.

Table 5. The ratio of inliers and cross-match numbers

Candidate Image f1 f2 f3 f4 f5 f6 f7 f8
Chair 90% 17% 11% 13% 13% 0.9% 10% 0.9%

Drawer 23% 82% 24% 23% 31% 35% 38% 34%
Sofa 29% 26% 89% 21% 0.9% 26% 14% 27%
Sofa 20% 27% 18% 21% 30% 70% 22% 35%

To evaluate our retrieval algorithm, Mean reciprocal rank (MRR) [13] is used as our
evaluation metric which considers whether the original database image is retrieved and
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Table 6. MRR example

Query Results
Correct

Response
Rank

Reciprocal
Rank

red chair black chair, blue chair, red chair red chair 3 1/3
black desk red desk, black desk, blue desk black desk 2 1/2
white sofa white sofa, black sofa, blue sofa white sofa 1 1

ranks on the top. The MRR is the average of the reciprocal ranks of results for a sample
of queries Q:

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(4)

For example, suppose we have the following three sample queries for a retrieval algo-
rithm to retrieve the true color furniture of the query sample. In each query, the algorithm
returns three results, with the first one being the one it thinks is most likely correct, as
is shown in Table 6. Given those three samples, we could calculate the mean reciprocal
rank as (1/3 + 1/2 + 1)/3 = 11/18 or about 0.61.

Fifteen groups of experiments are conducted to test and verify the validity of our
algorithm and each group contains 100 query images. For each query image in a group,
the MRR is calculated and then averaged for all queries in this group. As shown in figure
18, we compare the MRR of ours with Eitz’s [8], Horace’s[14] and Li Fei-Fei’s [15]. It
shows that our method of combing the rough matching and fine matching gets the best
precision.

Figure 18. Performance comparison of traditional BOW and ours

The time consumption of our retrieval algorithm includes two parts - the rough matching
time (RMT) and the fine matching time (FMT). As is shown in figure 19, the rough
matching time is that one query image compared with more than 1000 images in database.
The fine matching time is one query image compared with 8 candidates obtained from
rough match using ORB. The overall time consumption of our algorithm is about 0.7
seconds, but to match 1000 images just using ORB will consuming about 500 seconds. In
conclusion, our algorithm can get better performance with less time consumption.
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Figure 19. Time consumption of our algorithm

We have test our algorithm on a Intel(R) core(TM) i5 CPU 2.80GHz machine with
2G RAM and compare the time consumption of our retrieval system with Eitz’s[8],
Horace’s[14] and Li Fei-Fei’s [15]. As is shown in figure 20, our retrieval system per-
forms better.

Figure 20. Comparison of time consumption

Conclusion. In this paper, an image retrieval algorithm using rough matching and fine
matching is proposed for furniture images captured by mobile devices. Firstly, the tra-
ditional BOW method is improved by adding a spatial relationship. Secondly, a feature
point extraction method on concentric circles is proposed. Thirdly, the GALIF descrip-
tor is improved to have better performance. Finally, a new image signature matching
strategy is proposed to improve retrieval accuracy. The experiment result shows our algo-
rithm can retrieve furniture images captured by mobile phone with better efficiency and
performance.
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