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Abstract. The information hiding processing based on channel coding in multiple an-
tenna systems is analyzed. Based on the theory of information hiding capacity in single
coding channel, the effect of transmit diversity, receive diversity, space-time coding and
MIMO technologies on hiding capacity in multiple antenna systems is presented and
analyzed. Simulation results show that these technologies can improve the reliability of
information hiding algorithms in multiple antenna systems, and reduce the effect of chan-
nel interference on transmitted data by antenna diversity and space-time coding schemes.
The hiding capacity performance is improved based on these multiple antenna technolo-
gies. When SNR is 10dB, the hiding capacity ratios with 2Tx diversity, 2 × 2 MIMO
and 2× 1 STC are higher than that of an information hiding system with 1Tx×1Rx. If
SNR becomes 20dB, the hiding capacity ratios are enhanced too, but the enhancement is
smaller.
Keywords: Multiple antenna system; Information hiding; MIMO; Hiding capacity;
Transmit diversity; Receive diversity.

1. Introduction. Traditional information carriers such as text, image, audio, video and
other digital medias are generally used in information hiding, but the information hiding
systems based on these carriers will change the statistical properties of the original carriers,
thus lead to the suspicion of attackers [1]. The information hiding technology based on
channel coding carrier is a new information hiding research field[2] [3] [4] [5]. When
the secret data is embedded into the channel coding data carrier as part of noise, and
if the total errors caused by secret data and channel interference are no more than the
errors correcting capability of the coding channel, both the normal communication and
the information hiding function can be achieved.

In multiple antenna system, multiple antennas are used in both the transmitter and
receiver. The transmission signals are processed by space-time coding techniques, and the
communication link is divided effectively into several parallel sub-channels to transmit
data [6] [7]. The advantage of multiple antenna technology is that the data rate and
quality of wireless communication can be improved without increasing the transmitting
power and channel bandwidth.

Capacity of information hiding system is an important performance index for an infor-
mation hiding system [8] [9] [10]. A good information hiding system should not only meet
the demands of imperceptibility, robustness and security, but also reach the information
hiding capacity’s upper bound as much as possible. Information hiding system based on
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channel coding requires that the total errors caused by the secret data replacement and
channel interference do not exceed the error correcting capability of the coding channel.
Therefore, under the same conditions, if the errors caused by channel interference can be
minimized, we can embed more secret data, and the information hiding capacity can be
improved. For multiple antenna system, the bit error rate (BER) performance of the chan-
nel can be effectively improved by space-time processing. In consequence, the analysis of
information hiding capacity in multiple antenna systems is of great significance.

The rest of the paper is organized as follows. In section 2, the information hiding
capacity in multiple antenna systems is presented and analyzed. In section 3, the effects
of multiple antenna technologies on information hiding capacities are analyzed and the
capacity equations are presented. Next, simulation and analysis are done in section 4.
Finally, conclusion is given in section 5.

2. Information hiding capacity in multiple antenna systems.

2.1. Information hiding in multiple antenna systems. We consider a multiple an-
tenna channel with nT transmitting antennas and nR receiving antennas, then a nR × nT

complex channel matrix H is constructed. The vector hj,i is referred to as the chan-
nel’s fading coefficients from the ith (i = 1, 2, · · · , nT ) transmit antenna to the jth
(j = 1, 2, · · · , nR) receive antenna. Then

H =


h11 h12 · · · h1nT

h21 h22 · · · h2nT

...
...

...
...

hnR1 hnR2 · · · hnRnT


nR×nT ,

(1)

the multiple antennas’ mathematical model can be expressed as

y = Hx+ n, (2)

where x = (x1, x2, · · · , xnT
)T is the nT × 1 transmitted signal vector, xi represents the

signal transmitted by the ith antenna. y = (y1, y2, · · · , ynR
)T is the nR× 1 received signal

vector, yj is the signal received by the jth antenna, n = (n1, n2, · · · , nnR
)T is the nR × 1

complex Gaussian noise vector, nj represents the noise received by the jth antenna. All
the elements of noise vector n and matrix H are independent and identically distributed as
complex Gaussian random variables with zero mean. And XT represents the transposed
matrix of X, XH represents the conjugated matrix of X, E(•) means the mathematical
expectation.

The structure of information hiding system based on channel coding in multiple antenna
system is shown in Figure 1. Here, multiple antenna processing module is added to an
information hiding system, the secret data is embedded in the channel coding bit stream,
which is encoded by space-time coding techniques and transmitted by multiple antennas.
At the receiver side, the secret data is extracted by information extracting techniques, and
the carrier bit stream data is decoded. Here, error correcting code (ECC) is used before
secret data is embedded after extraction. It can help to improve the hiding performance
of the whole system.

In Figure 1, the bit embedding algorithm can be the normal spatial domain or transform
domain information hiding algorithm. Here, since we want to find out the effect of mul-
tiple antenna system on information hiding, the least significant bit (LSB) replacement
information hiding algorithm is used, and no preprocessing method is used before the LSB
embedding. In the LSB replacement algorithm, we use the secret bits to replace all the
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LSB bits in the carrier data so as to analyze and test the information hiding capacities in
multiple antenna systems.

Figure 1. Information hiding based on channel coding in multiple antenna system

2.2. Information hiding capacity based on channel coding. Taking the error cor-
recting capability of the coding channel into consideration, before information hiding, it
must be ensured that the total errors caused by secret data replacement and channel
interference doesn’t exceed the capability, only by then can the carrier source data be
received without error and the secret data be extracted accurately at the receiver side.

The bases of information hiding capacity in coding channel is that the bit size of secret
data replacement plus the errors of carrier data caused by channel interference, minus the
errors of secret data caused by channel interference should be less than the error correcting
capability of the coding channel [11]. So the information hiding capacity in coding channel
system is the largest number of embedded bits based on the above constrain. In multiple
antenna systems, the information hiding capacity is defined similarly.

Here we present a channel block coding example to illustrate the theory analysis of
information hiding capacity in coding channel.

Figure 2. Example of information hiding in coding channel

Assuming that the channel coding parameters are (n, k, t), the bit error rate caused by
channel interference is pb. In Figure 2, (m1,m2, · · · ,mM) represent the secret data, k is
the length of encoded input, n is the length of encoded output, t represents the number
of error corrections in a single channel block coding. The secret data is embedded into
the relevant position in channel coding block by replacing the original bit according to
the LSB algorithm. In the worst case, when all the secret bits are contrary to the carrier
source bits at the hiding positions, that is, for the source data stream, the secret data
completely becomes interference. They are represented by × in Figure 2. So the most
errors caused by secret data are M bits. However, the secret bits embedded in the carrier
data stream also become error bits when the carrier is transmitted through the channel.
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Therefore, the errors caused by secret information cannot be double counted. Then the
errors caused by channel interference are calculated as (n − M) · pb. In summary, if
M + (n−M) · pb ≤ t, the total errors caused by secret data and channel interference can
be represented as M + (n−M) · pb.

The capacity of information hiding system based on channel coding is analyzed as
follows. Here we assume that C0 is the length of carrier source data, C is the length of
source data after channel encoding, m0 = (m01,m02, · · · ,m0M0) is the secret data stream,
m = (m1,m2, · · · ,mM) is secret data after preprocessing. E(C,m,K) is the embedding
algorithm for secret data and D(C ′, K) is the extracting algorithm for secret data. M0 is
the length of secret data, M is the length of secret data after preprocessing, K is the secret
key shared by both side and is used to generate pseudo-random sequence to determine
the positions for secret data embedding. Pb is the bit-error-rate of the channel.

Assuming that the channel coding method is block coding and the parameters are
(n1, k1, t1) . In an ideal case of error correcting, the capacity of information hiding system
based on channel coding is

M + (C · Pb −M · Pb) ≤
C

n1

· t1, (3)

then, we get

M ≤
C
n1
· t1 − C · Pb

1− Pb

, (4)

finally,

Mmax =

⌈
C0

k1

⌉
t1 − n1 · Pb

1− Pb

. (5)

If the size of the secret data remains unchanged after preprocessing, the capacity of
information hiding system based on channel coding is Mmax. If the secret data is prepro-
cessed by error correction coding method and the parameters are (n2, k2, t2), the capacity
of information hiding system based on channel coding becomes

M0max =

⌈
C0

k1

⌉
t1 − n1 · Pb

1− Pb

· k2
n2

. (6)

3. Analysis of multiple antenna technologies on information hiding capacities.

3.1. Transmit diversity technique on information hiding capacity. In transmit
diversity technique, multiple antennas are used in transmitter while only one antenna is
used in receiver. Assuming that the channel is a flat fading channel with NT antennas
in transmitter, then, in the same time-slot, the transmitted signal of each antenna is

xi =
√

PT

NT
wis, i = 1, 2, · · · , NT , where s is the unit signal, wi is the weight of transmitted

signal, and ‖~w‖2 = NT . The total transmitting power is PT . ~h = [h1, h2, · · · , hNT
]

represents the sub-channels of NT transmitted signals, ~n = [n1, n2, · · · , nNT
] is the noise

vector. Both hi and ni are the independent and symmetric complex Gaussian random
variables with zero mean, and ε

(
~n~nH

)
= N0INT

. Assuming that received signal is y, the
transmitter diversity system can be expressed as

~y =

√
PT

NT

~h · ~w · s+ ~n. (7)
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If the signals are transmitted with equal power in the system, the received signal is
then given by

~y =

√
PT

NT

NT∑
i=1

hi · s+ ~n. (8)

Because
NT∑
i=1

hi/
√
NT is the independent and symmetric complex Gaussian random vari-

able with zero mean, equation (8) can be simplified as

y =
√
PThs+ n. (9)

According to [12], if the channel knowledge is available in the transmitter, in order to
maximize SNR, the weight vector of transmitted signal is needed to be

~w =
√
NT

~hH√∥∥∥~h∥∥∥2 . (10)

Then, equation (9) can be transformed into

~y =

√∥∥∥~h∥∥∥2 PT · ~s+ ~n, (11)

the output SNR after transmitting through the channel is

SNRout =

∥∥∥~h∥∥∥2 PT

N0

. (12)

According to [13] and [14] and Chernoff inequality Q(x) ≤ e−x
2
, when the received SNR

reaches maximum, the channel code element error rate of the diversity system is

Pe ≤ Ne

NT∏
i=1

1

1 +
PT d2min

4N0

, (13)

where dmin represents the minimum Euclidean distance of the adjacent constellation
points of the transmitted signal, Ne denotes the average number of signal points which
includes dmin.

According to equation (13), when the received signal to noise ratio (SNR) reaches
maximum, the upper limit BER of diversity system can be estimated. Moreover, the
maximum information hiding capacity of transmit diversity system can be calculated
based on equation (5). When M-ary modulation is used in the system, M = 2k, and both
bit error rate and code element error rate are uniformly distributed. That is to say, if
and only if all the k bits are correct, code element can be received correctly. The relation
between code element error rate and bit error rate is expressed as

pb = 1− (1− pe)
1
k . (14)

According to equations (5),(13),(14), when the transmit diversity system reaches max-
imum SNR, the maximum information hiding capacity based on channel coding is

Mmax =
⌈
C0

k1

⌉ t1−n1·

1−

1−Ne

NT∏
i=1

1

1+
PT d2min

4N0

 1
k


1−

1−

1−Ne

NT∏
i=1

1

1+
PT d2min

4N0

 1
k


· k2
n2

. (15)
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In equation (15), channel coding parameters are (n1, k1, t1), error correcting encode is
used to pre-process the secret information and its parameters are (n2, k2, t2), PT is the
total transmitting power, N0 is the noise power and k is the number of bits contained in
each code element.

Based on equation (15), the capacity of information hiding system can be estimated
before the secret data is embedded. Taking the estimated capacity into account for
information hiding, not only the utilization of information hiding system can be enhanced,
but also the imperceptibility of the system can be ensured.

3.2. Receive diversity technique on information hiding capacity. In receive diver-
sity system, multiple antennas are used in receiver while only one antenna is used in trans-
mitter. Suppose that there are NR antennas in receiver, then the transmitted signal can be

expressed as x =
√
PT s. Here, s is the signal unit, and E

(
|s|2
)

= 1. ~h = [h1, h2, · · · , hNR
]

represents the channel response of NR received signals, ~n = [n1, n2, · · · , nNR
] represents

the noise vector, and ~y = [y1, y2, · · · , yNR
] is the received signal vector. Then the receiver

diversity system can be written as

~y =
√
PT
~hs+ ~n. (16)

Suppose that the channel knowledge is available to receiver, the acceptance judgment
is based on maximal ratio combining (MRC), the output data of receiver is

z =
√
PT
~hH~hs+ ~hH~n =

√
PT

∥∥∥~h∥∥∥2s+ ~hH~n. (17)

Comparing equation (17) with equation (11), when MRC is used to receive signal, the
signal-to-noise ratio is the same as that in maximum ratio transmission, which is shown
in reference [13]. So, the single input multiple output (SIMO) system based on MRC and
the multiple input single output (MISO) system with the maximal received signal-to-noise
share the same bit error rate (BER).

3.3. Multiple input multiple output (MIMO) scheme on information hiding
capacity. Suppose that ~x = [x1, x2, · · · , xNT

]T is the transmitted signal vector, ~y =
[y1, y2, · · · , yNR

] is the received signal vector, H is a NR × NT complex channel matrix.
The vector hj,i is referred as the channel fading coefficients from the ith (i = 1, 2, · · · , nT )
transmitting antenna to the jth (j = 1, 2, · · · , nR) receiving antenna, then the relation
between transmitted signal and received signal is presented as

yi =

NT∑
j=1

hijxj + ni. (18)

Assuming that the same signal is transmitted by transmitting antenna in the same
time-slot, the transmitted signal is then given by

~y =

√
PT

NT

H · ~w · s+ ~n. (19)

Processing the NR received signals, we can get

z = ~pH~y =

√
PT

NT

~pHH ~ws+ ~pH~n, (20)

where ~p is a NR × 1 vector. As the matrix H can be singular value decomposed to
H = UΛV H , while U is a NR × NR unitary matrix, V is a NT × NT unitary matrix,
Λ = diag {σ1, σ2, · · · σr} is the singular value of channel matrix. As shown in [14], if ~p and
~w/
√
NT correspond to the column vectors of U and V respectively, the result of ~pHH ~w√

NT
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should then correspond to the maximal singular value σmax, which is the maximum of
SNR. Therefore, if ~p and ~w is taken appropriately, equation (20) can be simplified into

z =
√
PTσmaxs+ n. (21)

For channel parameters H and σmax, they should meet

‖H‖2

r
≤ σmax

2 ≤ ‖H‖2. (22)

Therefore, the SNR of received signal in MIMO system is restricted as [15]

PT max(NT , NR)

N0

≤ SNR ≤ PTNTNR

N0

. (23)

According to [16], we get that

Ne

NTNR∏
i=1

1

1+
PT d2min

4N0

≤ pe≤Ne

NTNR∏
i=1

1

1+
PT d2min

4N0 min(NT ,NR)

. (24)

As indicated in equation (24), compared with the single-antenna system, the MIMO
technology can make the bit error rate decrease exponentially with NTNR. According
to equations (6),(15) and (24), the upper limit of information hiding capacity in BPSK-
MIMO system based on channel coding is given by

M≤
⌈
C0

k1

⌉ t1−n1·

1−

1−Ne

NTNR∏
i=1

1

1+
PT d2min

4N0

 1
k


1−

1−

1−Ne

NTNR∏
i=1

1

1+
PT d2min

4N0

 1
k


· k2
n2

. (25)

3.4. Space-time coding techniques on information hiding capacity. Space-time
coding techniques can improve the reliability of a communication system, thus can increase
the information hiding capacity of this system. When a channel coding method is selected,
the reduction of the errors caused by channel interference is equivalent to the increase of
the information hiding capacity.

Take the 2 × 1 Alamouti system into consideration, we analyze the effect of space-
time coding technique on information hiding capacity. Suppose binary phase shift keying
(BPSK) modulation is used in the MIMO information hiding system, the channel between
two transmitting antennas and one receiving antenna is quasi-static channel, the channel
fading coefficients remain unchanged in one frame time, and the fading coefficients are
independent and identically distributed as complex Gaussian random variables. The
signals are transmitted with equal power in the system and the channel parameters are
known to the receiver.

Suppose that {x1, x2} is a pair of transmitted signal, {r1, r2} are the received signals
in one time slot, the relations between them are

r1 = h1x1 + h2x2 + n1 and (26)

r2 = −h1x2∗ + h2x1
∗ + n2. (27)
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When MRC is used in receiver, the received signals are then constructed as

˜
x1 = h1

∗ · r1 + h2 · r2∗ (28)

=
(
|h1|2 + |h2|2

)
· x1 + h1

∗ · n1 + h2 · n2
∗,

˜
x2 = h2

∗ · r1 − h1 · r2∗ (29)

=
(
|h1|2 + |h2|2

)
· x1 + h2

∗ · n1 − h1 · n2
∗.

Take x1 for example, the received signal power and noise power are

S ˜
x1

=
(
|h1|2 + |h2|2

)2 · PT

2
, (30)

N ˜
x1

=
(
|h1|2 + |h2|2

)
·N0. (31)

Therefore, the SNR of receiver is:

γo =
S ˜
x1

N ˜
x1

=
(
|h1|2 + |h2|2

)
· PT

2N0
=

(|h1|2+|h2|2)
2

· γs . (32)

According to equation (32), the SNR in receiver is proportional to the SNR in trans-
mitter if the channel is determined. Thus, for the sake of simplicity we analyze the SNR
in transmitter instead of SNR in receiver.

According to [13], the BER of BPSK transmission signal is equivalent to

Pb = Q

(√(
|h1|2 + |h2|2

)
· γs
)
, (33)

where Q (x) = 1
2
· erfc

(
x√
2

)
, γs = PT

N0
. According to [17], when the above distributions

are met, the average bit-error probability is calculated as

pb = 1
4

(
1− 1√

1+ 2
PT /N0

)2(
2 + 1√

1+ 2
PT /N0

)
. (34)

Based on the equation (6),(15) and (34), the information hiding capacity in Alamouti
space-time coding system based on channel coding is

M =
⌈
C0

k1

⌉ t1−n1· 14

1− 1√
1+ 2

PT /N0

22+ 1√
1+ 2

PT /N0


1− 1

4

1− 1√
1+ 2

PT /N0

22+ 1√
1+ 2

PT /N0

 · k2
n2
. (35)

4. Simulation and analysis. Before doing simulation and analysis, we define the hid-
ing capacity ratio which can exactly reflect the information hiding capacity in multiple
antenna systems.

hiding capacity ratio = the length of secret data
the length of encoded source data

Now we can perform numerical analysis on the hiding capacity ratio of each multiple
antenna system. For example, according to the equation (35), the information hiding
capacity of the Alamouti space-time coding channel is ascertained as long as the SNR
value is increasing while the channel coding method are fixed. Assuming that 128× 256
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Table 1. SNR values vs. the theoretical values of hiding capacity ratios

SNR/dB No Diversity 1Tx, 1Rx Tx Diversity 2Tx, 1Rx Rx Diversity 1Tx, 2Rx
10 0.0562 0.0656 0.0656
20 0.0841 0.0851 0.0851

SNR/dB MIMO 2Tx, 2Rx STC Alamouti 2Tx, 1Rx
10 0.0884 0.0609
20 0.0923 0.0846

low density parity check (LDPC) code is used in channel coding, the length of source data
is 10000 bits, the length of source data after channel encoding is 20224 bits and the SNR
is 20dB. The information hiding capacity is then presented as

M =
⌈
C0

k1

⌉ t1−n1· 14

1− 1√
1+ 2

PT /N0

22+ 1√
1+ 2

PT /N0


1− 1

4

1− 1√
1+ 2

PT /N0

22+ 1√
1+ 2

PT /N0

 · k2
n2

= 1710bits .

Thus,

hiding capacity ratio= the length of secret data
the length of encoded data

= 1710
20224

= 0.0846 .

In Table 1, we present the different hiding capacity ratio according to different SNR
values in different multiple antenna transmission systems. We can find out that with the
increasing of the antenna number, the information hiding capacity ratio is increased.

4.1. BER performance analysis of information hiding capacity in multiple an-
tenna systems. The simulation parameters are set as follows. We take the color image
lena.tiff with 768K Bytes in size as carrier data, and the secret data is an image of South-
east University logo in size of 19K Bytes.

Figure 3 shows the extracted carrier image and the extracted secret image when in-
formation hiding capacity exceeds the maximum error correcting capability of channel
coding. Here, the simulation channel is additive white Gaussian noise (AWGN) channel
and SNR is 10dB. From Figure 3 we can find out that if one information hiding algo-
rithm exceeds the maximum error correcting capability of one MIMO system, the effects
of extracted carrier image and secret image all become bad.

We have also done the simulation based on baboon.tiff, barbara.tiff and the other
standard test pictures as the carrier data. The simulation results are the same as those
based on lena.tiff.

Then we do the other simulations to get the different BER performances vs. different
techniques and different SNR values. Suppose that the carrier is based on (63, 30, 6) bose,
ray, hocquenghem (BCH) channel code, the secret image uses (15, 7, 4) reed solomon (RS)
error correcting code, the modulation method is BPSK, the channel is a flat Rayleigh
fading channel. If Alamouti space-time coding is used, then there are two transmitting
antennas and one receiving antenna in the system and the signals are transmitted with
the same power in the transmitter. Or else, there are one transmit antenna and two
receive antennas in the system and MRC is used to receive signals at the receiver. The
simulation results of information hiding algorithm based on channel coding in multiple
antenna systems are shown in Figure 4 and Figure 5.

In Figure 4, the three curves represent different BER performances of source data
when space-time processing is absent, when Alamouti space-time coding is used and when
receiver diversity technique is used. According to Figure 4, the BER values of the source
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Figure 3. Information hiding results when hiding capacity is exceeded

Figure 4. BER of source data vs. SNR in multiple antenna system simulation

data in 2Tx, 1Rx antennas transmission scheme and Alamouti space-time coding scheme
are better than those in 1Tx, 1Rx transmission scheme when SNR is the same. The reason
is that two types of code elements which satisfy orthogonal relation are transferred in two
slots after space-coding, thus the receiver can get the transmitted signal more accurately
by likelihood decoding the two received signals.

We can also find that the performances of 1Tx, 2Rx scheme with MRC are better than
those of 2Tx, 1Rx scheme. This is because if the transmitting power is distributed equally
between two transmit antennas, transmitting power of each antenna will then be halved,
which means that the output SNR decreases and coding gain of the system is weakened
accordingly, then results in the decline of BER performances. In summary, according
to results in Figure 4, information hiding system combined with space-time processing,
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whether transmit diversity or receive diversity, will have a better hiding performance than
information hiding system in single input single output (SISO) system.

In Figure 5, the three curves represent different BER performances of secret data when
space-time processing is absent, when Alamouti space-time coding is used and when
receive diversity technique is used. We find that compared to the BER performances
of secret data in SISO system, the BER performances of the schemes with space-time
processing and MRC are much enhanced. The higher the SNR is, the better performance
it can obtain.

Figure 5. BER of secret data vs. SNR in multiple antenna system

4.2. Transmitter diversity simulations. Assume that the carrier image is 768K Bytes
in size and based on (15,7,4) RS channel code, the secret image data is 19K Bytes in size
and uses (31,21,2) BCH error correcting code. The modulation method is BPSK. PT is
the total power of transmitted signal and is normalized to 1. There is only one antenna in
the receiver, while there are one to four antennas in the transmitter. The channel matrix
coefficient is Rayleigh distribution, the channel SNR ranges from 5dB to 20dB. In Figure
6, the information hiding capacity in MIMO channel is presented. Here, 1× 1 represents
one transmitting antenna and one receiving antenna, 2 × 1 represents two transmitting
antennas and one receiving antenna, and so on.

If the channel coding scheme, error correcting code, carrier data, secret data and channel
condition are all the same, the information hiding capacities based on different diversity
schemes in multiple antenna system can be calculated from equation (6). In Figure 6,
y axis shows the embedding rate. When the carrier size and channel coding are known,
y reflects the hiding capacity. The greater the y is, the more the secret data can be
embedded in the multiple antenna system. From Figure 6 we also can find that if channel
condition is the same and BPSK modulation is used, compared to SISO system, antenna
diversity technique will effectively reduce the errors caused by channel interference and
higher information hiding capacity ratio is obtained, i.e., the information hiding capacity
will increase.

Moreover, information hiding capacity ratio will increase with the increase of antenna
number. For example, in channel with 10dB SNR, the hiding capacity ratio of 1 × 1
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Figure 6. Hiding capacity ratios vs. SNR in transmit diversity simulation

antenna system is about 0.055, the hiding capacity ratio of 2×1 antennas system is about
0.065 while the hiding capacity ratio of 4× 1 antennas system can reach 0.087. Based on
the above simulated parameters, neglecting the effect of channel noise, the upper limit of
hiding capacity ratio is about 0.0952, which represents the information hiding capacity
ratio in ideal channels. However, in practical channels, noise and other interferences are
unavoidable, thus, it’s impossible for the actual information hiding capacity ratio to reach
this value.

According to the tendency of the above curves, with the improvement of channel condi-
tions, information hiding capacity ratio trends to be stable regardless of whether diversity
techniques are used or not. There is a noticeable gap between increases because of different
diversity gains. The larger the diversity gain, the higher information hiding capacity ratio
can be obtained for low SNR cases. Consequently, in terrible channel conditions, multiple
antenna diversity techniques can help information hiding systems to obtain better BER
performance.

4.3. MIMO technology simulations. Based on equation (25), the upper threshold of
information hiding based on channel coding is calculated while MIMO techniques are used.
Assuming that the carrier data is the lena.tiff image in size of 768K bytes, carrier data
uses (15, 7, 4) RS channel code and secret data uses (31, 21, 2) BCH code for preprocessing.
The modulation method is BPSK, and the channel SNR ranges from 5dB to 20dB. The
simulation results are shown in Figure 7.

In Figure 7, compared to SISO system or the other multiple antenna systems which
include transmitter diversity only or receiver diversity only, MIMO technique can effec-
tively reduce the errors caused by channel interference in the same channel conditions,
thus enabling them to obtain larger information hiding capacity ratio.

For example, in a channel where the SNR is 10dB, the information hiding capacity
ratio is about 0.055 in the system with only one transmitting antenna and one receiving
antenna, while it is approximately 0.065 in the system with nR = 1, nT = 2 and 0.088
in the system with nR = 2, nT = 2. When two transmitting antennas and four receiving
antennas are working in the system, the information hiding capacity ratio will reach the



726 L.Q.Chen, Z.J.Fan, M.Lu, and A.Q.Hu

upper limit. As can be seen, channel error will be significantly improved with the increase
of NTNR, which enables the information hiding system based on channel coding in MIMO
systems to reach the upper limit of information hiding capacity.

Also in Figure 7, the hiding capacity ratio of 2×4 (2 Tx, 4Rx) will reach the maximum
when EbNo is about 10dB, while that of 1× 2 (1 Tx, 2Rx) will reach the maximum when
EbNo reaches 20dB. Here, the exact SNR value for the hiding capacity ratio reaching the
maximum will depend on different multiple antenna technologies and different channel
models.

Figure 7. Hiding capacity radios vs. SNR in MIMO simulation

4.4. Space-time coding simulations. Assume that the carrier data is the image lena.tiff
in size of 768K Bytes and based on (15, 7, 4) RS channel code, the simulation results of
space-time coding are shown in Figure 8.

The three curves in Figure 8 represent the different information hiding capacity ra-
tios in SISO system, MIMO system with nR = 2, nT = 1 and multiple antenna system
with Alamouti space-time coding. According to Figure 8, under the same conditions,
information hiding capacity ratios in Alamouti space-time coding system are larger than
those in SISO system. It can also be seen that, in the same condition, information hiding
capacity ratio in Alamouti coding system with nR = 2, nT = 1 is slightly worse than
that in nR = 1, nT = 2 system with MRC used. This is because, the transmitting power
is distributed equally between two transmit antennas in Alamouti coding system, which
results in loss of SNR, and thus leads to a gap in BER performance.

However, for a wireless terminal, processing power as well as other factors have limited
the applications of receive diversity techniques. In order to improve the performance of
MIMO wireless systems, combining transmitter diversity with space-time coding is more
popular. Consequently, space-time coding techniques play an important role in improving
of the performance of multiple antenna systems.



Information Hiding Capacities in Different Multiple Antenna Systems 727

Here, we can also find that the information hiding capacity ratios in Figure 8 based on
simulations are the same as those computed from equation (35), which are listed in Table
1 with SNR is 10dB or 20dB.

Figure 8. Hiding capacity ratios vs. SNR in Alamouti simulation

5. Conclusion. In this paper, the structure of information hiding system based on chan-
nel coding in multiple antenna system is built, the effects of transmitter diversity, receiver
diversity, MIMO technology and space-time coding techniques on information hiding ca-
pacity are analyzed. According to the numerical analysis results and simulation results,
both antenna diversity techniques and space-time coding techniques can reduce the errors
caused by channel interference, thus indirectly increase the information hiding capacity
in multiple antenna systems. Moreover, antenna diversity techniques and space-time cod-
ing techniques can reveal more advantages in information hiding capacity especially for
low SNR cases. With the development of information hiding and channel coding tech-
niques, information hiding in MIMO systems will certainly acquire broader development
and application.
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