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Abstract. In this paper, the image sequence of human behavior is regarded as a ”doc-
ument”, and the key postures are regarded as ”words” in the ”document”. Then, the
latent semantic analysis method, which has obtained very good performance in natural
language processing, is utilized to analyze and model the relationships among the image
sequences and the key postures. In our method, we firstly calculate the mesh features of
each image in human behavior sequence. Then the mesh features are vector quantized
through a rival penalized competitive neural network and the behaviors described by time-
sequential images are converted into symbolic sequences. Through above processing, the
image sequences of human behavior can be looked as ”documents” composed by the key
postures, which is represented by the competitive neurons. Then, we use latent semantic
analysis method to model the relationships among the behaviors and the key posture. The
redundancy and noise can be effectively removed through singular value decomposition.
Finally, the observed behavior is classified by the maximum posteriori probability crite-
ria. The experiments on Weizmann and KTH datasets demonstrate that our method is
effective.
Keywords: Human behavior recognition; Latent semantic analysis; Competitive neural
network

1. Introduction. Human behavior recognition based on vision is analysis and recogni-
tion of human behavior in video sequence, and it has wide application in visual surveil-
lance, intelligent sensing interface, content-based video retrieval and other fields. Hu-
man behavior recognition essentially is a time-varying signal recognition problem. The
existing recognition methods can be divided into two types: the methods based on tem-
plate matching and the methods based on probability network. The template matching
method converts image sequence into one or a set of templates, then matches the behavior
to the known templates. Bobick and Davis[1] put forward a human action recognition
algorithm with two temporal templates, named motion energy image and motion his-
tory image. Wang[2] gave an action recognition algorithm with average motion energy
and mean motion shape templates. Weinlan[3] presented an action recognition approach
using exemplar-based embedding. The template matching methods can be simply im-
plemented, but they are sensitive to the time interval of the behavior. And they needs
time warping before matching. The methods based on probability network define each
static human posture as a state, and connect these states through the network, then use
probability to describe the transitions between states. The commonly used probability
networks are hidden Markov model, dynamic Bayesian network and conditional random
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fields, in which the hidden Markov model is a stochastic model which is used mostly. In
Yamato’s method[4], the human images are divided into equal meshes and the pixels of
each mesh are used as the feature vector for behavior recognition. Ryoo[5] also uses it
for gesture recognition. Although this method is capable of modeling the slight variation
in the temporal and spatial scales of human behavior, it needs large number of labeled
samples to learning the parameters. And the learning process is also very complex.

The key of human behavior recognition is how to efficient represent the behaviors and
effectively measure the similarity between different behaviors. Human behavior in video
sequences is a dynamic procedure. It is not only related to each frame’s body posture, but
also related to the order and duration of these postures. Even the same kind of behavior,
different individuals will be different due to the variation of human body height, size and
so on. This paper is inspired by latent semantic analysis in natural language processing.
The image sequence of human behavior is regarded as a document, and the key human
posture is regarded as words in the document. The potential relationship between image
sequences and key posture is analyzed and modeled, and a human action recognition
method based on latent semantic analysis is proposed.

The rest of this paper is organized as follows: A brief introduction about latent seman-
tic analysis is presented in section 2. The details about human behavior recognition based
on LSA, such as the feature representation of human behavior, the quantization coding of
human behavior feature vectors, human behavior modeling based on latent semantic anal-
ysis and human behavior classification based on Bayesian maximum posteriori criterion
are given in Section 3. In section 4, we evaluate our method with well known Weizmann
and KTH datasets before concluding in section 5.

2. Latent Semantic Analysis. Latent semantic analysis (LSA) is a statistical model.
It is widely used for knowledge acquisition, induction and expression in natural language
processing. Latent semantic analysis looks each document as a point of lexical space
coordinates. And the documents are not randomly distributed in this space. Their dis-
tribution has some semantic structure. Similarly, each word can also be seen as a point
which is based on a document of spatial coordinate system. Through latent semantic
analysis, we can model the dual probability relationship between words and documents
in the semantic space. LSA can establish a latent semantic space through singular value
decomposition. In this space, words and documents are projected on different dimensions
and each dimension represents a latent conception. And then, we can extract semantic
relationships between the words and obtain their semantic structure.

The key idea of latent semantic analysis is mapping the words and documents into
a low-dimensional vector space, i.e. latent semantic space. The specific details are as
follows:

For a given matrix Xm×n , suppose its rank is r .Then X can be decomposed into
two orthogonal matrixes and a diagonal matrix, i.e. X = TSDT .Among them,Tm×r =
(t1, t2, ..., tr) is a orthogonal matrix and t1, t2, ..., tr is the left eigenvectors of X. And they
are also eigenvectors of matrix XXT actually. Sr×r = diag(σ1, σ2, ..., σr) is a diagonal
matrix and σ1, σ2, ..., σr are the singular values of X . They are also the square roots of
eignvalues of matrix XXT or XTX . And σ1, σ2, ..., σr satisfies the relation: σ1 ≥ σ2 ≥
... ≥ σr > 0. Dn×r = (d1, d2, ..., dr) is another orthogonal matrix and d1, d2, ..., dr are
right eigenvectors of X . And they are eigenvectors of matrix XTX actually.Therefore,
the matrix X can be expressed as:

X = σ1t1d
T
1 + σ2t2d

T
2 + ...+ σrtrd

T
r (1)
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The largest k singular values are reserved in latent semantic analysis. Through this
processing ,the main framework of the semantic space is retained and the noises included
in the samples represented by matrix X are thus eliminated. The specific details are
as follows: let Sk = diag(σ1, σ2, ..., σk) ,Tk = (t1, t2, ..., tk) , Dk = (d1, d2, ..., dk), then

X̂k = TkSkD
T
k . And X̂k is the best approximation of matrix X in the sense of least

square of error. Tk = (t1, t2, ..., tk) is K base vectors in latent semantic space, and each
base vector represents a dimension of latent semantic space. The base vectors also can
be regarded as latent concepts or hidden attributes. Generally, it is difficult to find the
true meaning of these latent concepts. They only have the significance on the statistical
probability.

Assume doc∗i = (doc∗i,1, doc
∗
i,2, ..., doc

∗
i,k)T and doc∗j = (doc∗j,1, doc

∗
j,2, ..., doc

∗
j,k)T is the

low-dimensional representation of two documents in latent semantic space, the similarity
between these two documents can calculated by correlation coefficient or cosine between
doc∗i anddoc∗j . The correlation coefficient formulas is as follows:

sim(doc∗i , doc
∗
j) =

k∑
h=1

doc∗i,hdoc
∗
j,h (2)

And the formula for cosine correlation is as follows:

sim(doc∗i , doc
∗
j) =

k∑
h=1

doc∗i,hdoc
∗
j,h√

k∑
h=1

(
doc∗i,h

)2√ k∑
h=1

(
doc∗j,h

)2 (3)

In the latent semantic space created by LSA, the semantics of the words or documents
are described through the combination of latent conceptions. And this combination is not
symbols, but linear algebra. Among them, the hidden conception corresponding to the
large singular value represents more common property and less individual characteristics.
In order to reflect the different dimension difference, we can make the important dimen-
sions play more roles in the comparison of document vectors. So, we need to weight the
dimensions when measuring the similarity between documents. Here, we use formula (4)
to define the weight of different dimensions:

doc′i = (σ1d1,i, σ2d2,i, ..., σkdk,i)
T (4)

In above formula, the singular values are defined as the weights of the corresponding
dimensions. And the weighted document vectors can be expressed as:doc∗ = docTTk.

3. Human Behavior Recognition Based on LSA. The overall procedure of human
behavior recognition algorithm based on latent semantic analysis is shown in Figure 1
.It mainly includes human behavior feature extraction, clustering, coding, human behav-
ior modeling based on latent semantic analysis and behavior classification based on the
maximum posteriori probability criterion.

3.1. The Feature Representation of Human Behavior. In case of the target seg-
mentation is accurate, human behavior can be distinguished by the shape feature of hu-
man body regions in each frame. So, silhouette based features are widely used in behavior
recognition since they can be easily and robustly extracted from videos. Fig.2 shows the
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Figure 1. The overall procedure of human behavior recognition algorithm
based on LSA

(a) The human body silhouette sequence of running behavior in Weizmann dataset

(b) The human body silhouette sequence of running behavior in Weizmann dataset

(c) The key body postures of bending and running

Figure 2. The shape feature examples of human behavior

human body regions in each frame of bend and run series in Weizmann[7] dataset. Ob-
viously, the human body shapes in bend and run actions are very different. As shown in
Fig.2(c), the key pose silhouettes of human body in bend and run actions are also very
different. Furthermore, the number of similar silhouette and their occurrence order reflect
the temporal and dynamic information of the behaviors, such as speed and duration time.

Silhouette based shape descriptors commonly include invariant moment, zernike mo-
ment and wavelet moment. However, these moments are computational and sensitive to
noise image segmentation, which may be unavoidable because of the complex background
in natural scene. So, in this paper, we use mesh features proposed in [4] as the human
action representation for its lower computation and robustness for disjoint and inaccurate
silhouette. Specifically, the image after segmentation is normalized, and then divided into
grids. The proportion of the human body’s pixels contained in each grid represents the
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(a) Mesh feature (b) The image representation of the mesh
features of human behavior

Figure 3. The statistical image feature of human behaviors

body feature of this frame. According to the knowledge of human anatomy, the image
should be divided into head, trunk and limbs and other non molecular region, and the
pixel proportion is extracted from each sub region. For simplicity, in this paper we di-
rectly divide the image into equal grids with size of M × N , as shown in Figure 3(a),
and calculate the proportion of white pixels in each grid as the representation of human
behavior. As shown in Figure 3 (b), the brighter the area is, the more pixels it contains.

3.2. Mesh Feature Vector Quantization. In this paper, we want to use latent seman-
tic analysis to model the relationships among the behaviors and human body postures.
So, here we need to change the image sequences of human behaviors into symbolic se-
quences through vector quantization .In addition, quantization coding for human mesh
features can also shield body differences and noises caused by segmentation.

During quantization, the granular selection is a very important problem. If the granular
is too small, the actions with same category label may be dissimilar; while if granular is
too large, the detailed difference between actions may be shield. Since competitive neural
network has the advantages of robustness and the on-line learning ability, here we use it
for vector quantization. However, how to select an appropriate number of output neurons
and avoid the influence of weight initialization are two difficult problems in competitive
neural network learning. For these problems, Xu had put forward an effective method
named rival penalized competitive learning (RPCL) algorithm [8].Its basic idea is that for
each input, not only the weights of the winner unit are modified to adapt to the input,
but also the weights of its rival are delearned by a smaller learning rate.

The basic steps of RPCL algorithm are as follows:
1) Selecting a relatively larger number K (the number of competitive neurons), and

initializing the weights of the competitive neurons;
2) Choosing a sample x from the training set randomly, and calculating the following

formula for i = 1, 2, · · ·, K :

ui =

 1 if i = c such that γc‖X−Wc‖2 = minjγj‖X−Wj‖2

1 if i = r such that γr‖X−Wr‖2 = minj,j 6=cγj‖X−Wj‖2
0 otherwise

(5)

Here, γj = nj/
K∑
i=1

ni and nj is the cumulative number of ui = 1 . The import of γj over-

comes the ”dead node” problem, by which the influence of the neuron weight initialization
is eliminated

3) Adjusting the weight of the competitive neuron according to the following formula:
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Figure 4. The image representation of the competitive neuron weights

∆wi =

 ac(x− wi) if ui = 1
−ar(x− wi) if ui = −1
0 otherwise

(6)

wi = wi−1 + ∆wi (7)

Here,0 ≤ ar, ac ≤ 1 are the learning rates for the winner and rival unit respectively and
it should be hold that ar << ac in practice.

4) Running step 2) and 3) repeatedly until the maximal iteration or the weights of the
neurons don’t change obviously.

When using RPCL algorithm to train the neural network, a relative larger (the number
of neurons) is given at the beginning. With the development of the training, the redundant
neurons will be repelled far from the training data. After the algorithm ends, re-labeling
the training data and deleting the neurons, which only have only very small amount of
training data corresponding to them. Then the remainder neurons will be the final result.

For the human behaviors in Weizmann[7] dataset, the image representation of partial
competitive neurons are shown in Fig.4,obviously they are comprehensive of key postures
in different individual behavior. For each mesh feature vector extracted from the action
images, calculating its distances to all the neurons, and encoding this feature vector as
the number of the neuron, which is nearest to the current mesh feature vector. Through
this processing, the time-sequential images of human action can be converted into symbol
sequences.

3.3. Human Behavior Modeling Based on Latent Semantic Analysis. In this
paper, we use latent semantic analysis to model and recognize human behaviors. The
specific details are as follows: the key postures of human body represented by competitive
neurons are regarded as ”words” in LSA and the symbolic sequence of human behaviors
are regarded as ”documents”. Suppose the ith behavior after mesh feature quantization
is di = (t1, t2, ..., tli) . Here,t1, t2, ..., tli are the codes of each frame in the video sequence
and li is the frame number of the video sequence. For each behavior sequence, counting
the occurrence number of each competitive neurons to obtain the ”lexical representation”
of the behavior. That is d∗i = (s1, s2, ..., sK) .And s1, s2, ..., sK respectively represents the
occurrence number of competitive neurons in the ith behavior sequence. Through above
procedure, the human behavior training set composed by video sequences can be converted
into a matrix Xm×K . Here, m is the number of video sequences. Decomposing the matrix
Xm×K by LSA, we can obtain the left and right singular vector: Tk = (t1, t2, ..., tk) ,
Dk = (t1, t2, ..., tk) and the singular value σ1, σ2, ..., σr . Then the human behaviors can

be represented as X̂k = TkSkD
T
k .

3.4. Human Behavior Classification Based on Bayesian Maximum Posteriori
Criterion. Suppose the human action sequences included in training set are Pi(i =
1, 2, ..., n), and the class label of Pi is C(Pi) . Suppose the prior probability of actions
with class label i is πi(i = 1, 2, · · · , K), which can be simply determined by their percent in
the training set. Then, the probability of the observed action T to class i is P (i|T) = πi×
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P (T |i)/P (T ) according to Bayesian theorem. Here, P (T |i) is the conditional probability.
Since its accurate calculation is difficult, here we simply suppose it is proportional to the
matching degree between T and the action which is most similar to T in the training set
with class label i , i.e.

P (T |i) ∝ sim(Ps, T ) (8)

Ps = arg max
C(Pj)=i

{Sim(T, Pj)} (9)

Here, we use formula (3) to calculate the similarity between behaviors. And Ps is the
behavior which is most similar to T in the training set with class label i after LSA. Then,
the posteriori probability can be calculated as:

P (i|T ) =
πi × P (T |i)

K∑
j=1

πj × P (T |j)
(10)

So, the final classification result can be determined through maximal posteriori proba-
bility criteria as follows:

C(T ) = arg max
i=1,2,...,K

P (i|T ) (11)

4. Experimental results and analysis.

4.1. Dataset. In order to evaluate the proposed algorithm, we use two publicly available
datasets Weizmann[7] and KTH[8]. Weizmann dataset is recently widely used in human
action recognition algorithm, and contains 10 kinds of human behaviors, such as bend,
jack, pjump, jump, run, side, skip, walk, wave1 and wave2. Each behavior has 9 per-
formers, and run, skip and walk in Lena have two sequence behaviors as illustrated in
Fig.5.

KTH dataset contains six types of human actions (walking, jogging, running, boxing,
hand waving and hand clapping) performed several times by 25 subjects in four different
scenarios: outdoors s1, outdoors with scale variation s2, outdoors with different clothes
s3 and indoors s4 as illustrated in Fig.6.

In our experiments, all recognition rates were computed with the leave-one out cross
validation.

4.2. Results and Analysis. The experiments results on the Weizmann dataset are sum-
marized as follows: the recognition accuracy of our method is 92.50%, the confusion matrix
is shown in Table 1. As can be seen, it is prone to confusion among jump, skip, side and
walk, wave1 and pjump since these actions are more similar than others. In compari-
son, the recognition rate of exemplar-based embedding method reported in [3] is 97.7%
for 50 exemplars. The work of Ali et al. in [10] used a motion representation based on
chaotic invariants and reported 92.6%, while Wang and Suter reported recognition rate
of 97.78% with an approach that uses kernel-PCA for dimensional reduction and factorial
conditional random fields to model motion dynamics in [2]. Table 2 summarizes action
classification accuracies using different schemes on Weizmann dataset.

The experiments results on KTH dataset are summarized as follows: the recognition
accuracy of our method is 86.5%, the confusion matrix is shown in Table 3. In comparison,
the recognition rate of 3-D Harris+3-DHOG reported in [14] is 88.3% for 100 times per
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Figure 5. Human action types in Weizmann video library

Figure 6. Human action types in KTH video library

action. The work of Dollar P et al. in [15] used the method of Cuboid Detector and
Cuboid Descriptor reports 80%, while Willems G reported recognition rate of 84.26% in
[16], and Klaser A reported recognition rate of 91.8% in [17]. Table 4 summarizes action
classification accuracies using different schemes on KTH dataset.

The accuracy of our method is very close to those of state-of-art approaches. However,
comparing to the existed approaches, our method is much easier to be implemented and
has less parameters needed to be adjusted.

In order to test the efficiency of the algorithm, we use VC++6.0 to implement the
program in the computer of Pentium Dual Core@2.70GHz and 2 GB memory. The Weiz-
mann dataset has 5679 frames, the number of iterations is 500, the learning time of the
competitive neural network is 180.3s, and the average classification time of each sample to
be tested is 0.093s. In ref[14], the time of Cuboid Detector+Cuboid Descriptor is 0.164s,
the time of 3-D Harris+HOG/HOF is 0.096s, and the time of 3-D Harris+3-D HOG is
0.088s. So, the average classification time of our method is very close to them.

5. Conclusion. This paper presented a new human behavior recognition method based
on latent semantic analysis. The method first calculates the mesh features of each image
in human behavior sequence. Then, the mesh features are vector quantized and the
behaviors described by time-sequential images are converted into symbolic sequences.
Finally, the latent semantic analysis method is utilized to model the relationships among
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Table 1. The confusion matrix of recognition results on Weizmann dataset

bend jack jump pjump run side skip walk wave1 wave2
bend 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
jack 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
jump 0.00 0.00 0.89 0.00 0.00 0.00 0.11 0.00 0.00 0.00
pjump 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
run 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00
side 0.00 0.00 0.00 0.00 0.00 0.89 0.11 0.00 0.00 0.00
skip 0.00 0.00 0.10 0.00 0.00 0.00 0.90 0.00 0.00 0.00
walk 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.90 0.00 0.00
wave1 0.11 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.78 0.00
wave2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.89

Table 2. the recognition rate statistics of Weizmann dataset

Recognition methods rate (%)
Method based on the embedded samples [3] 97.70
Method based on kernel PCA feature reduction and con-
ditional random field modeling [2]

97.78

Method based on chaotic invariant representation [10] 92.60
Method based on shape hierarchy model [11] 72.80
Method based on space-time shape model [12] 97.50
Method based on Bootstrap characteristics behavior [13] 98.30
Method in this paper 92.50

Table 3. The confusion matrix of recognition results on KTH dataset

boxing handclapping handwaving joggingh running walking
boxing 0.91 0.00 0.00 0.04 0.03 0.02
bandclapping 0.00 0.93 0.06 0.01 0.00 0.00
handwaving 0.00 0.05 0.91 0.01 0.01 0.02
jogging 0.02 0.00 0.01 0.82 0.09 0.06
running 0.02 0.00 0.00 0.10 0.80 0.08
walking 0.01 0.00 0.01 0.09 0.07 0.82

Table 4. the recognition rate statistics of KTH dataset

Recognition methods rate (%)
3-D Harris+3-DHOG[14] 88.3
Cuboid Detector+Cuboid Descriptor[15] 80
Hessian+ESURF[16] 84.26
3-D Harris+HOG/HOF[17] 91.8
Method in this paper 86.5

the behaviors and the key postures and the observed behavior is classified by the maximum
posteriori probability criteria. Compared to the existing methods, it has the following
characteristics: 1)the human behavior sequence is looked as a ”document”, and the key
posture is regarded as ”words” in the ”document”;2)the potential relationships among
image sequences and key postures are analyzed and modeled by latent semantic analysis
method; 3) through clustering the mesh feature with competitive neural network , it can
not only extract out the key-pose silhouette feature of different actions, but also can shield
the influence caused by different actors’ body shape difference or segmentation noise.
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However, there are still many problems needed further research. First of all, although
the results on Weizmann and KTH dataset are encouraging, evaluations on larger and
realistic database need to be investigated in order to be more conclusive. In addition, the
variation of camera orientation and zoom must be considered in the future.
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