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Abstract. The watermarking technique can be used to protect the ownership of rela-
tional databases by hiding some ownership information into the relational databases. In
this paper, a novel robust reversible watermarking scheme for relational database protec-
tion is proposed to increase the embedding capacity by developing an improved histogram
shifting with binary tree structure and an attribute selection scheme. The iteratively
embedded watermarks are utilized by a majority voting mechanism to enhance the ro-
bustness of the proposed scheme. In addition, the attribute selection and cell selection
are employed to reduce the distortion caused by the watermark embedding. The experi-
mental results show that our proposed scheme can provide higher embedding capacity and
stronger robustness with low distortion compared with other watermarking schemes for
relational databases.
Keywords: Relational database, Histogram shifting, Watermark embedding, Majority
voting mechanism.

1. Introduction. The rapid development of internet and related technologies enables
easy access to databases. However, it also leads to the increasing of database copyright
violation, which is a critical risk to their owners [5, 11]. As a solution to protect the
ownership of databases, the watermarking technique hides some ownership information
into the databases, and when the copyright needs to be verified, the ownership information
can be extracted [8, 9].

Some watermarking approaches for relational databases have been developed in [1, 2, 3,
4, 6, 7, 10, 12, 13, 14, 15, 16, 17, 19]. In the groundbreak work proposed by Agrawal and
Kiernan [15, 16] the watermark is embedded into numerical values in relational databases.
In the method developed by Sion [12, 13] the watermark bits are hidden in selected tu-
ples of which the modifications have insignificant effects on the contents. In these works,
any modification to the watermarked tuples would destroy the whole embedded water-
mark, which is undesirable for protecting the ownership of databases. In Shehab et al.’s
work [10] the robustness to basic attacks such as alterations and deletions is enhanced
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by employing an optimization-based technique, but they are irreversible with the mod-
ification of the databases contents. Then, a reversible watermarking scheme by using
prediction error expansion (PPE) was designed by Farfoura et al. [7] so that the contents
of databases can be recovered after the watermark is extracted and detected completely
even when 65% of the relational database has been altered. However, this scheme can use
the fractional portions of the attributes of databases only. To overcome this limitation,
in a semi blind reversible watermarking scheme designed by Chang et al. [1] for database
protection, based on the histogram shifting by using pairs of peak and zero points [19],
and by employing histogram shifting and majority voting mechanism technique (MVT),
the robustness of embedded watermark is improved with a high watermark embedding
capacity to ensure the effectiveness. However, this watermark embedding capacity of the
scheme depends on the number of peak points and is unstable due to the randomness of
the attribute and cell selections. Once the histogram of the data in a database is similar
to a uniform distribution, the capacity would always be quite low even multiple pairs of
peak and zero points are utilized. Thus, the robustness of the scheme will be impaired
seriously. In a watermarking method for relational databases based on genetic algorithm
and difference expansion (GADEW) designed by Jawad et al. [6], the drawbacks caused
by the random selection of the attributes and cells are alleviated by employing of the
genetic algorithm which minimizes the watermark embedding distortions and increases
the embedding capacity. However, since the MVT technique is not employed, the high
watermark embedding capacity cannot be fully converted to strong robustness of water-
marking.

In this paper, a novel reversible watermarking scheme for relational databases is pro-
posed to solve the above-mentioned problems. Rather than the use of the histogram
shifting with peak points and zero points in Chang’s method [1], the histogram shifting
with tree structure [18] is employed in the proposed scheme. In general, the differences
between two adjacent data in a same attribute are usually small. This situation is similar
to that of two adjacent pixels in one image. Therefore, in our scheme, each attribute is
considered similar to an image in Tai’s scheme [18], and the watermarks are embedded
in an attribute for data restoring by applying the histogram shifting with tree structure.
The histogram from both sides are shifted by 2L to avoid the underflow and overflow in
Tai’s scheme. But, in our scheme for relational database, the shifting of 2L is omitted so
that both low distortion and high and stable EC are obtained. In addition, new methods
of attribute and cell selection are designed in our scheme. By applying the attribute se-
lection method, our scheme not only provides more stable watermark embedding capacity
compared with the random selection of attributes in Chang’s method, but also reduces
the distortion caused by watermark embedding. By applying the cell selection method,
the performance of histogram shifting with tree structure can be improved to further
reduce the watermark embedding distortion. Finally, the MVT function is employed to
convert the high watermark embedding capacity to strong robustness of watermarking.
Since the employment of MVT, the robustness of the proposed scheme is stronger than
that in GADEW [6]. The robustness of the proposed scheme is also stronger than that
in Chang’s method [1] by providing higher and more stable watermark embedding capac-
ity which can improve the effect of MVT. Furthermore, since the watermark embedding
distortion are reduced by applying both attribute and cell selections, the watermark em-
bedding procedure is imperceptible to the attackers, which can protect the relational
databases well.

The rest of the paper is organized as follows: Section 2 introduces the proposed re-
versible watermarking scheme. In Section 3, the experimental results with respect to
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Figure 1. Block diagram of the proposed scheme

the embedding capacity, the robustness and embedding distortion are presented. Finally,
Section 4 concludes the paper.

2. The Proposed Scheme. The block diagram of the proposed scheme is shown in
FIGURE 1. In the encoding phase, the attributes and cells which are more suitable for
watermark embedding are first selected from the relational databases according to the
relational numeric data. Then, by applying our histogram shifting algorithm with tree
structure, the generated watermark is embedded according to the above selection infor-
mation. In the watermark decoding phase, the selected attributes and cells are found
out from the selection information. Then the embedded watermark is extracted from
the watermarked database. Since the watermark information is embedded several times
in the watermark encoding phase, several samples of the watermark information can be
extracted in the watermark decoding phase. For each watermark bit, its value is deter-
mined by the MVT technique to gain stronger robustness. In the following subsections,
the watermark generation, attribute selection, cell selection, watermark embedding and
watermark detection are presented respectively.

2.1. The Generation of Watermark. To protect the relational database well, the
ownership information and database information should both be contained when gener-
ating the watermark. In this paper, SHA-1 function is applied to calculate watermark
information as below.

W = H(K||DBinfo||Ownership) (1)

where || indicates the concatenation operator and K is the secret key; DBinfo is the
necessary information of database; Ownership represents the owner’s information.
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2.2. Attribute Selection. To select attributes which are more suitable for watermark
embedding, an evaluating mechanism is designed which is expressed by three parameters.
These three parameters are the watermark embedding capability (EC), the tuple-wise
distortion (TWD), and the attribute-wise distortion (AWD). With a score function, at-
tributes can be sorted by their fitness order. When the watermark needs to be embedded,
the attributes with the higher scores will be selected prior.

2.2.1. The capability parameter. The EC is applied to judge whether the tolerance of one
attribute can fulfill the size of watermark information when the embedding level is set to
be L. If the size of watermark information is larger than the EC, the attribute should
not be used for watermark embedding. The EC is calculated below.

dk =

{
2L, if k = 0
| xk−1 − xk | , otherwise

(2)

WME(Wk) =

{
1, if dk < 2L

0, otherwise
(3)

EC =
n∑

k=1

WME(Wk) (4)

where L is the level of binary tree, xk is the kth original cell value, the xk+1 is the k+ 1th

original cell value. Since the MVT is applied in the proposed scheme, the higher capacity
can provide stronger robustness. The attributes with higher EC are considered to be
more suitable for watermark embedding to enhance the robustness of watermarking.

2.2.2. Tuple-wise distortion rate. In a selected attribute, the values of cells will be shifted
if the cell is applied to embed watermark information which causes the tuple-wise dis-
tortion (TWD). The TWD affects the relationships of the adjacent cells in the selected
attributes. The TWD of each attribute is calculated as below to demonstrate the degree
of tuple-wise distortion of the attribute, which can help to evaluate the effects on the
relationships of the adjacent cells.

distortionk =

{
| xk − yk | , if | xk − xk−1 | < 2L

0, otherwise
(5)

TWD =

n∑
k=1

distortionk

n∑
k=1

|xk|
(6)

where L is the level of binary tree, xk is the kth original cell value, and yk is the kth
embedded cell value. The attributes with lower TWD are considered to be more suitable
for watermark embedding to enhance the imperceptibility of watermarking.

2.2.3. Attribute-wise distortion rate. The distortion introduced by the watermark em-
bedding process also affects the relationships among the embedded attributes and their
neighbors. As a result, to select the attributes which are more suitable for watermark
embedding, the AWD also needs to be calculated as shown in Eq.(7)-(9) for evaluating
which can help to evaluate the effects on the relationships among the embedded attributes
and their neighbors.

distortion
left(right)
k =

{ ∣∣∣ xk − xleft(right)k

∣∣∣ , if | xk − xk−1 | < 2L

0, otherwise
(7)
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AWD =

n∑
k=1

distortionleft
k +

n∑
k=1

distortionright
k

2
n∑

k=1

| xk |
(8)

where L is the level of binary tree, xleftk is the left neighbor of xk and xrightk is the right
neighbor of xk. The attributes with lower AWD are considered to be more suitable for
watermark embedding to enhance the imperceptibility of watermarking.

2.2.4. Evaluating mechanism. Both the EC and the watermark embedding distortion are
related to the tree level L and thus merely pursuit of high EC will lead to the increases
of TWD and AWD, which is undesirable. Therefore, it is important to find the balance
among EC, TWD and AWD. To achieve the balance, these three parameters are used
together in Eq.(10) to calculate the final evaluation score. The Wt and Wa represents
the weights of TWD and AWD, which can be determined by empirical value.

Evai,L =

{
Invalid, if EC < 160

EC
[Wt×TWD]+[Wa×AWD]

, if EC ≥ 160
(9)

where the subscript i represents the serial number of the attributes and L is the tree
level of watermark embedding process. As the SHA-1 function is applied to generate the
watermark, the minimum watermark size is 160. After the evaluating process, there will
be a table consist of the Eva values. Lager Eva value demonstrates better watermark
embedding balance. By sorting the Eva values except the invalid ones in descending
order, the attributes which can provide better watermark embedding balance with the
corresponding L can be found.

2.3. Cell Selection. In the original histogram shifting method with tree structure [18]
for watermark embedding, whether the cells are applied to embed watermark information
or not, their values are all shifted. However, the cells not applied for watermark embedding
require no shifting. Therefore, a large part of distortion can be reduced if the values of
cells are not shifted. In our scheme, a cell selection is proposed in which the cells not
applied for watermark embedding are omitted to reduce this kind of distortion. A local
map is generated to mark the cells which are applied to embed watermark information.
Assume the attribute A is one of the attribute selection result, the steps of cell selection
are described below.

1) Generate the local map with the primary key attribute information and the attributes
names. Scan the attribute Ai, mark the selected cell j with Mij = 1.

Mij =

{
1 if | xj−1 − xj | < 2L

0 if | xj−1 − xj | ≥ 2L (10)

where L is the level of binary tree, i is serial number of the selected attribute and xj is
the jth original cell value.

2) Compress the local map matrix M losslessly by the run-length coding algorithm. Since
the local map consists of 0 and 1, and the number of 0 is usually very large, the run-length
coding algorithm can increase the compression ability greatly.

2.4. Watermark Embedding Process. For the selected attribute, the embedding pro-
cess is:
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1) Calculate the difference dj between the adjacent cells xj − 1 and xj by Eq.(12)

dj =

{
2L, if j = 0
| xj−1 − xj | , otherwise

(11)

where xj is the jth original cell value.

2) If Mij = 1, embed the watermark bit w to xj,

yj =

{
xj + (dj + w), if xj ≥ xj−1
xj − (dj + w), if xj < xj−1

(12)

where yj is the watermarked value of xj.

3) If Mij = 0, no watermark bit is embedded and the cell value is unchanged.

2.5. Watermark Detection. Given the information of selected attributes and local map
M , the procedures of watermark detection are below:

1) Scan the watermarked attribute i and the ith row of local map matrix M , if Mij = 1,
the watermark information bit w can be extracted.

w =

{
0, if | yj − xj−1 | is even
1, if | yj − xj−1 | is odd

(13)

where yj is the jth watermarked value and xj−1 is the j − 1th original value.

2) If Mij = 1, restore the original value xj.

xj =

 yj +
⌈
| yj−xj−1 |

2

⌉
, if yj < xj−1

yj −
⌈
| yj−xj−1 |

2

⌉
, if yj > xj−1

(14)

3) If Mij = 0, no watermark bit is extracted and keep the cell value unchanged.

4) Repeat Step 1 to 3 until all the embedded watermark information bits are completely
extracted.

5) Use MVT to reconstruct the watermark. The vector wj is the different samples of the
extracted watermark bit wj and the nwi is the embedded time of watermark bit wi. If the
size of wj is larger than nwj/2, wj can be reconstructed as shown in Eq.(16).

wj =

{
0, if V result(j,1)

V result(j,1)+V result(j,2)
> τ

1, else
(15)

where the V result(j, 1) is the number of value 0 in wj, while V result(j, 2) is the number
of value 1. The τ is vote parameter.

If the watermark embedding capacity is sufficient, the robustness of watermarking can
be improved by applying the MVT.

3. Results and Discussions. In this section, three datasets are used in our experi-
ments. One is a Random-dataset(R-dataset) generated by the authors, which contains
10 attributes and 30000 tuples and the values of cells in the relational database is gener-
ated randomly ranging from 1 to 100. The other two datasets are the Forest Cover Type
dataset (FCT-dataset) and Shuttle dataset which are provided by University of California.
The FCT-dataset contains 581012 tuples and 54 attributes while Shuttle contains 58000
tuples and 9 attributes. Their subsets with different numbers of tuples are randomly
selected and applied for the experiments to better demonstrate the performances of the
proposed scheme and each experiment is repeated 100 times to ensure the accuracy.
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3.1. Capacity Analysis. If the L is sufficiently large, the capacity of our proposed
scheme can be theoretically close to the number of the cells in the selected attributes,
but the distortion will be very high. When the L is smaller, the distortion will be lower
while fewer attributes can be used for watermark embedding which leads to lower EC
and weaker robustness. As a result, for different applications, the L can be chosen to be
different values. In this paper, the L is set to be 3 as a tradeoff between the capability
and distortion. The comparisons of capacity between our scheme and Chang’s scheme [1]
are shown in FIGURE 2, FIGURE 3 and FIGURE 4.
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Figure 2. Performance on FCT-dataset
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Figure 3. Performance on Shuttle-dataset

The watermark embedding capacity performances of our proposed scheme on the three
datasets are 14.27%, 14.45% and 10.51% higher than Chang’s scheme [1] by applying
the improved histogram shifting with tree structure and attribute selection. In addition,
when the number of tuple for watermark embedding is not large, our proposed scheme
can fulfil the size of a hash message while Chang’s scheme cannot. For example, if the
number of tuple is set to be 1000, the average EC of our proposed scheme is 219.9 on the
FCT-dataset whereas the average EC of Chang’s scheme is merely 77.3.
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Figure 4. Performance on R-dataset

3.2. Robustness Analysis. The robustness performances of our proposed and Chang’s
scheme under different attacks are compared in this section. The weight vector in Eq.(9)
is adjusted as Wt = 0.4 and Wa = 0.6 according to the experimental experience. In
the experiment, the size of database is set to 5000 tuples because that the robustness
performances of both the two schemes are strong and close for comparing when the size
of database is huge. The vote parameter τ is set to 0.5 in the experiment. Assume that
the attackers do not drop the primary key attribute or modify the values of the primary
keys since they are valuable information and any modification of them will reduce the
usefulness of the relational database. In addition, attackers do not know the information
about the selected attributes or cells for watermark embedding. Four types of attacks
are designed in our paper. In the alteration attack, the values of cells in the relational
database are randomly altered to render the watermark unusable. In the deletion attack,
the attacker wants to destroy the watermark by randomly drop several tuples in the
relational database. In the addition attack, some new tuples are inserted to affect the
watermark detection process. In the sorting attack, the attacker wants to resort the
attributes and tuples. Benefiting from the application of local map, we can use the
primary key information to determine the selected tuples and resort the attributes and
tuples with the primary key information and attribute names. Thus, our scheme can
withstand both the addition and the sorting attacks. The average watermark matching
rates of watermark of our proposed and Chang’s scheme under alteration and deletion
of tuples are compared in FIGURE 5 and FIGURE 6. The robustness of our scheme
is stronger than that of Chang’s scheme from the FIGURE 5 and FIGURE 6. In the
alteration attack, 93% of the watermark can be recovered using our scheme when 30%
tuples are altered, whereas the recovery rate of Chang’s scheme is merely 83%. In the
deletion attack, the watermark recovery rate is 90.1% in our scheme when 30% tuples are
deleted, while only 74.8% of watermark can be recovered in Chang’s scheme. The reason
for the experimental results is that the robustness of both these two schemes are mainly
based on the MVT which relies on watermark embedding capacity, and our proposed
scheme outperforms the Chang’s scheme in terms of watermark embedding capacity as
demonstrated in the former part.

3.3. Imperceptibility Analysis. If the attackers can predict the selected attributes and
cells for watermark embedding and modify the cells, most of the embedded watermark is
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Figure 5. Robustness to the alteration attack
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Figure 6. Robustness to the deletion attack

unusable. Since the distortion caused by watermark embedding may provide information
of selected attributes, the reduction of this kind of distortion can help to avoid the at-
tacker’s prediction. TABLE 1 shows the comparison of average tuple-wise distortion and

Table 1. Performance of selection method

FCT-dataset Shuttle-dataset R-dataset

TWD AWD TWD AWD TWD AWD

Without selection 6.4% 2.3% 21.2% 13.1% 14.7% 22.1%
With selection 0.4% 0.3% 4.0% 3.0% 1.1% 1.6%
Reducing rate 93.8% 87.2% 81.2% 77.0% 92.8% 92.9%

attribute-wise distortion with and without the attribute and cell selection processes.
By applying the attribute and cell selections, both the TWD and AWD are reduced

since the more suitable attributes and cells for watermark embedding are selected. The
reducing rates of the three datasets are considerable and the best one reaches as high as
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93.8%. Moreover, by applying the attribute and cell selections, the distortions caused by
watermark embedding are sufficiently low to avoid the attacker’s prediction.

Table 2. Comparison with other schemes

Blind Reversible EC Robustness Data type

Our scheme Semi Yes Sufficient Strong Numeric
Shehab’s scheme [10] Semi No Sufficient Strong Numeric
Farfoura’s scheme [7] Semi Yes Insufficient Medium Fractional
Chang’s scheme [1] Semi Yes Insufficient Medium Numeric
Jawad’s scheme [6] Semi Yes Sufficient Weak Numeric

3.4. Comparison with Other Schemes. In this experiment, the comparison with the
other four database watermarking schemes [1, 6, 7, 10] are conducted respectively in terms
of five aspects: 1) whether the watermarking scheme is blind, 2)whether the watermarking
scheme is reversible, 3)whether the watermark embedding capacity is sufficient, 4) whether
the robustness of watermarking scheme is strong, 5) suitable data type. The results are
shown in TABLE 2.

As shown in TABLE 2, our proposed scheme outperforms these methods. Compared
with the Shehab et al.’s method [10], our scheme is reversible. Compared with the Far-
foura’s scheme, our scheme can use all numeric data while the Faroura’s [7] can only deal
with the fractional portions. Compared with the Chang’s [1] scheme, the application of
tree structure provides high and stable EC which also ensures a strong robustness. Com-
pared with Jawad’s [6] scheme, the robustness of our scheme is significantly enhanced by
applying the MVT and the EC of our scheme is also higher. In addition, the experiment
results show that the utilization of attribute and cell selection increases robustness and
decreases distortion effectively. Compare with the increased robustness and decreased
distortion, the gained side message is acceptable because the local map is compressed
significantly by using the run-length coding algorithm.

4. Conclusions. In this paper, a novel reversible watermarking scheme for relational
databases is proposed. Our analysis and experimental results have demonstrated that
our scheme has significant advantages over existing schemes: the EC of our scheme is
increased by applying the binary tree structure and the attribute selection method; the
robustness of the proposed scheme is strong against various database attacks by utilizing
the MVT with the high and stable EC; lastly, the watermark imperceptibility of the
proposed scheme is enhanced by modifying the histogram shifting with tree structure
method and designing the attribute and cell selection methods.
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