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Abstract. In this paper, we propose two data hiding methods over ternary computers
called Ternary Data Hiding (TDH) and Coded-Ternary Data Hiding (C-TDH). We em-
bed ternary secret data, NAF format, into cover image. According to experiment results,
TDH can keep higher PSNR when the number of first peak point is six times than the
number of second peak point. Furthermore, we propose C-TDH method to increase the
amount of the embedded secret data in TDH method. According to our analysis, as com-
pared with TDH, C-TDH increases the capacity by 50% on the average.

Keywords: Histogram-based data hiding, Ternary computer, Balanced ternary num-
bering system

1. Introduction. To avoid that important information is taken by an illegal user during
transmission, data hiding has drawn more and more attention [2, 3, 4, 5, 6, 9, 10, 12,
13, 14, 15, 17, 18, 19, 20, 21, 22]. The main idea of data hiding is to embed the secret
data into cover image and generate quality stego-image with PSNR higher than 40dB.
Since the stego-image is imperceptible when PSNR is higher than 40dB [15], the illegal
user can not recognize whether the stego-image is embedded the secret data or not. Only
the specific user can extract the secret data from the stego-image. An effective data
hiding method with high PSNR was proposed in 2006 by Ni et al. [15]. Assume that
the sender wants to send the secret data to the receiver. The sender computes all the
numbers of pixel values in histogram and embeds the secret data by shifting the histogram.
The sender thus generates stego-image with PSNR higher than 48dB. Ni et al.’s method
can keep high quality of stego-image since each difference between original and shifted
pixel values is at most one. But the capacity of this method is little because the sum
of top two highest numbers of pixel values in histogram is not big. In 2008, Lin et
al. [13] presented a different method by which the histogram was constructed using a
difference image to accomplish the task of reversible data hiding. Linet al.’s method
introduces a more centralized histogram, which in turn may generate more height of peak
points such that the capacity is improved. To enhance the performance of Lin et al.’s
histogram-based method, Yang and Tsai [22] proposed a new method using column-based
interleaving predictions. In this method, the even-column pixels are predicted by pixels in
odd columns; then the odd-column pixels are predicted by pixels in even columns, or vice
versa. Improving column-based interleaving predictions, Yang and Tsai [22] presented
a chessboard prediction method to reduce the prediction errors. The heights of peak
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points are raised in the histogram and the capacity is largely increased. In addition to
the increase in capacity, Yang and Tsai [22] showed that their histogram-based method
can also yield a good image quality, as compared to other histogram-based methods.

Although many papers [2, 3, 4, 5, 6, 9, 10, 12, 13, 14, 15, 17, 18, 19, 20, 21, 22] are
proposed to improve data hiding methods over binary computers, the studies seldom focus
on data hiding methods over non-binary computers. Non-binary computers are used for
special purpose nowadays like quantum computer [16]. The famous non-binary computer
is the ternary computer [7]. Over the ternary computer, the balanced ternary numbering
system [8] is described by Knuth as ”the prettiest number system of all” [11] for its
elegant arithmetic properties. The ternary concept will be found in optical computer [23]
or quantum computer [16]. The main notation in the ternary computer is represented by
{0, 1, 1̄}. Non-Adjacent Form (NAF) is the famous method of transforming binary data
into ternary format. The secret data of NAF format have three characteristics [8, 23]:
the data are represented by {0, 1, 1̄}, 1 and 1̄ are never adjacent, and the probability of
appearing 0 is about 66%. Based on the characteristics in NAF format, we propose a
data hiding method, Ternary Data Hiding (TDH), with high quality of stego-image over
ternary computer.

In Ternary Data Hiding (TDH), the sender embeds the secret data of NAF format
into cover image. The sender divides the cover image into white and black segments.
The sender computes the predictive errors of white segment and outputs the numbers of
predictive errors in histogram. Through the histogram, the sender gets a peak point and
its two corresponding zero points. Predictive errors between two zero points are shifted
except the peak point to generate the spaces nearby the peak point. The sender embed
secret digit ”1̄” by shifting the predictive errors of peak point to their left space, secret
digit ”1” by shifting the predictive errors of peak point to their right space and secret digit
”0” by remaining the pixel value. After all the predictive errors are scanned, the sender
reverses predictive errors into pixel values and generates quality stego-image. If there are
remaining secret data, the sender computes the predictive errors of black segment and
outputs the numbers of predictive errors in histogram. Then the sender embeds remaining
secret data using the same scheme as white segment.

Next, we propose Coded-Ternary Data Hiding (C-TDH) to improve the capacity of
TDH. According to the characteristics of NAF, 1 and 1̄ are never adjacent, secret data
are represented by three symbols, 10, 1̄0, and 0. Thus, the sender can embed at most two
digits in one pixel. According to our analysis, C-TDH increases the capacity by 50% on
the average, as compared with TDH. According to experiment results, our method can
keep higher PSNR when the number of first peak point is six times than the number of
second peak point. The outline of this paper is as follows. In Section 2, we introduce
Yang and Tsai’s method and the NAF format. Our methods are given in Section 3. The
experiment results are shown in Section 4. In Section 5, we compare Yang and Tsai’s
method and ours. Finally, we make a conclusion in Section 6.

2. Related Works. In this section, we review the algorithm of Yang and Tsai’s method
and the NAF format. At first, we give the required definitions in this paper. The size of
cover image is 512×512. Pixel (i,j) in the cover image has a pixel value Pi,j, where 1 ≤ i,
j ≥ 512. Hmn is the mth peak point of nth segment and Zmn is the mth zero point of nth

segment. The length of secret data is L and we assume that L is less than capacity in this
paper. Bk is the kth bit of secret data in binary format and Nt is the tth digit of secret
data in NAF format, where k ≤ L and t ≤ L+ 1. Every Pi,j has its own specific neighbor
set Si,j. Note that Si,j = {Pi,j|x, y ∈ [1, 512], |i − x| + |j − y| = 1}. The predictive error
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of(i,j) is Di,j, where 1 ≤ i, j ≥ 512. And B = (B1B2...BL) is the secret data in binary
format and N = (N1N2...NL′) is the secret data in NAF format, where L′ = L + 1.

2.1. Yang and Tsai’s Method [22]. Before transporting secret data B to the receiver,
the sender embeds secret data into cover image using Yang and Tsai’s method [22] as
follows. The sender divides the cover image into white and black segments, as shown in
Figure 1.

Figure 1. Two segments of Yang and Tsai’s method

The sender compiles the embedding algorithm with one segment at once. In the first
part of the algorithm, the sender computes all the predictive errors in white segment by
Formula (1).

Di,j = Pi,j −
⌊

ΣPi,j∈Si,j
Pi,j

|Si,j|

⌋
(1)

The sender outputs the numbers of predictive errors of white segment and gets his-
togram of predictive errors. The sender finds (H11, H21, Z11, Z21), where Z21 < H11 <
H12 < Z21. The predictive errors in the range of (Z11, H11) and (H21, Z21) are shifted by
Formula (2) to make the spaces nearby peak points.

Di,j =

{
Di,j − 1, if Z11 < Di,j < H11

Di,j + 1, if H21 < Di,j < Z21
(2)

The sender scans predictive errors from top to bottom and left to right until all the
predictive errors are scanned. When the scanned predictive error is equal to H11 or H21,
the sender embeds secret bit Bk into cover image by Formula (3).

Di,j =


Di,j + 1, if Di,j = H21 and Bk = 1

Di,j − 1, if Di,j = H11 and Bk = 1

Di,j, if Di,j = H21||H21 and Bk = 0

(3)

Predictive errors are scanned again and reversed into pixel values by Formula (4).

Pi,j = Di,j +

⌊
ΣPi,j∈Si,j

Pi,j

|Si,j|

⌋
(4)

If there are remaining secret data, the sender compiles the second part of embedding
algorithm for black segment as follows. In the second part of the algorithm, the sender
computes all the predictive errors in black segment by Formula (1). The sender outputs the
numbers of predictive errors of black segment and gets the histogram of predictive errors.
The sender finds (H12, H22, Z12, Z22), where Z12 < H12 < H22 < Z22. The predictive
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errors in the range of (Z12, H12) and (H22, Z22) are shifted by Formula (5) to generate the
spaces nearby peak points.

Di,j =

{
Di,j − 1, if Z12 < Di,j < H12

Di,j + 1, if H22 < Di,j < Z22
(5)

The sender scans predictive errors from top to bottom and left to right until all the
predictive errors are scanned. When scanned predictive error is equal to H12 or H22, the
sender embeds secret bit Bk into cover image by Formula (6).

Predictive errors are scanned again and reversed into pixel values by Formula (4).
At last, the sender gets stego-image, L, (H11, H21, Z11, Z21) and (H12, H22, Z12, Z22), and
transports them to the receiver. When receiving the information, the receiver can use the
extracting algorithm to extract secret data from stego-image. The embedding algorithm
of Yang and Tsai’s method is shown in Figure 2.

Figure 2. The embedding algorithm of Yang and Tsai’s method

Di,j =


Di,j + 1, if Di,j = H22 and Bk = 1

Di,j − 1, if Di,j = H12 and Bk = 1

Di,j, if Di,j = H12||H22 and Bk = 0

(6)

To understand Yang and Tsai’s method, we give the following example. Assume that
the sender wants to embed the secret data B = (011011110101) into the cover image
in Figure 3. The sender divides the cover image into white and black segments and
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computes all the Di,j of white segment by Formula (1). The results are shown in Figure
4. Obviously, the sender gets H11 = 0, H21 = 1, Z11 = −1 and Z21 = 2. The sender embeds
secret data (0110111101) into the cover image by Formula (3). After shifting predictive
errors, the sender gets the embedded histogram and shifted predictive errors as Figure
5. The sender scans predictive errors again and reverses the predictive errors into pixel
values by Formula (4). The results are shown in Figure 6. To embed remaining secret
data (01), the sender computes all predictive errors of black segment by Formula (1). The
results are shown in Figure 7. Obviously, the sender gets H12 = 0, H22 = 1, Z12 = −2 and
Z22 = 3. Then the sender shifts Di,j by Formula (5) and gets Figure 8. The sender embeds
secret data (01) into the image by Formula (6). The sender gets the embedded histogram
as Figure 9. The sender scans predictive errors again and reverses the predictive errors
into pixel values by Formula (4). The results are shown as Figure 10. The secret data
are completely embedded into cover image so far. The sender transports stego-image,
L = 12, H11 = 0, H21 = 1, Z11 = −1, Z21 = 2, H12 = 0, H22 = 1, Z12 = −2 and Z22 = 3
to the receiver. The receiver uses this information with extracting algorithm to get the
secret data and cover image.

2.2. Non-Adjacent Form(NAF) Format [1, 7, 8]. NAF format is the ternary string
satisfying three important characteristics:

1. The data are represented by {0, 1, 1̄};
2. The probability of appearing 0 is about 66%;
3. 1̄ and 1 are never adjacent.

We use these characteristics to hide the secret data for keeping high quality of stego-
image. Before we introduce the NAF algorithm, which transfers the binary string B =
(B1B2 · · ·BL) = (011011110101) into the ternary string N by scanning bits of B from
right to left. Let the corresponding NAF format of B be N = (N1N2 · · ·NL′), where
L′ = L + 1. We list the NAF algorithm in Figure 11. Note that R is the carrier whose
initial value is zero.

To understand the NAF algorithm, we use the secret data B = (011011110101) =
(B1B2 · · ·B12) in Section 2.1. We set R = 0 and show the process of running NAF
algorithm in Figure 12.

According to Figure 12, we get the NAF format of secret data N = (01001̄0001̄0101).

3. Our Method. In this section, we propose TDH method and give an example to
understand our method easily. Furthermore, by improving the amount of the embedded
secret data in TDH method, we propose C-TDH method.

3.1. Ternary Data Hiding (TDH). Assume that the sender wants to embed ternary
secret data N = (N1N2 · · ·NL′) into cover image. The sender divides the cover image
into white and black segments as shown in Figure 1. The sender compiles the algorithm
with one segment at once. In the first part of the algorithm, the sender computes all
predictive errors in white segment by Formula (1). The sender outputs the numbers of
predictive errors of white segment and gets the histogram of predictive errors. Unlike
Yang and Tsai’s method, the sender only finds (H11, Z11, Z21) where Z11 < H11 < Z21.
The predictive errors in the range of (Z11, H11) and (H11, Z21) are shifted by Formula (7)
to make the spaces nearby the peak point H11.

Di,j =

{
Di,j − 1, if Z11 < Di,j < H11

Di,j + 1, if H21 < Di,j < Z21
(7)
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Figure 3. The cover image Figure 4. The pre-
dictive errors of white
segment

Figure
5. Embedded his-
togram and shifted
predictive errors of
white segment

Figure 6. The
stego-image after
first algorithm

Figure 7. The pre-
dictive errors of black
segment

Figure 8. The
shifted predictive
errors of black seg-
ment

Figure
9. Embedded his-
togram of black
segment

Figure 10. The
stego-image

The sender scans all predictive errors. When the scanned predictive error is equal to
the peak point H11, the sender shifts the predictive error and embeds secret digit into
cover image by Formula (8).

Di,j =


Di,j + 1, if Di,j = H11 and Nk = 1

Di,j − 1, if Di,j = H11 and Nk = 1̄

Di,j, if Di,j = H11 and Nk = 0

(8)

Predictive errors are scanned again and reversed into pixel values by Formula (4). If
there are remaining secret data, the sender compiles the second part of the algorithm for
black segment as follows. The sender computes all predictive errors in black segment by
Formula (1). The sender outputs the numbers of predictive errors of black segment and



944 Y. Z. Jheng, C. Y. Chen, and C. F. Huang

Figure 11. The algorithm of NAF format

Figure 12. An example of NAF format

gets histogram of predictive errors. The sender finds (H12, Z12, Z22), where Z12 < H12 <
Z22. The predictive errors in the range of (Z12, H12) and (H12, Z22) are shifted by Formula
(9) to generate the spaces nearby the peak point H12.

Di,j =

{
Di,j − 1, if Z12 < Di,j < H12

Di,j + 1, if H12 < Di,j < Z22
(9)

The sender scans all predictive errors. When the scanned predictive error is equal to
peak point H12, the sender shifts the predictive error and embeds secret digit Nk into
cover image by Formula (10).

Di,j =


Di,j + 1, if Di,j = H12 and Nk = 1

Di,j − 1, if Di,j = H12 and Nk = 1̄

Di,j, if Di,j = H12 and Nk = 0

(10)
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Predictive errors are scanned again and reversed into pixel values by Formula (4).
At last, the sender transports stego-image, L′, (H11, Z11, Z21) and (H12, Z12, Z22) to the
receiver.

When receiving the information, the receiver divides stego-image into white and black
segments as Figure 1. The receiver compiles the extracting algorithm with one segment
at once. In the first part of the extracting algorithm, the receiver computes all predictive
errors in black segment by Formula (1). The receiver scans all predictive errors. When
the scanned predictive error is equal or next to the peak point H12, the receiver extracts
the embedded secret digit Nk by Formula (11).

Nk =


1, if Di,j = H12 + 1

1̄, if Di,j = H12 − 1

0, if Di,j = H12

(11)

After extracting embedded secret data, the receiver shifts the predictive errors by For-
mula (12).

Di,j =

{
Di,j − 1, if Z12 < Di,j < H12

Di,j + 1, if H12 < Di,j < Z22
(12)

To get the cover image, the receiver scans the predictive errors again and reverses the
predictive errors into pixel values by Formula (4). The receiver then swaps black segment
for white segment and computes the second part of the extracting algorithm as follows.
The receiver computes all predictive errors in white segment by Formula (1). The receiver
scans all predictive errors. When the scanned predictive error is equal or next to peak
point H11, the receiver extracts the embedded secret digit Nk by Formula (13).

Nk =


1, if Di,j = H11 + 1

1̄, if Di,j = H11 − 1

0, if Di,j = H11

(13)

After extracting embedded secret data, the receiver shifts the predictive errors by For-
mula (14).

Di,j =

{
Di,j − 1, if Z11 < Di,j < H11

Di,j + 1, if H11 < Di,j < Z21
(14)

To get the cover image, the receiver scans predictive errors again and reverses predictive
errors into pixel values by Formula (4). When L′ ≤ |H11| + |H12|, the receiver has to
combine the extracted secret data of two segments and delete redundant Nk where k > L′

to get real secret data.
The embedding algorithm and the extracting algorithm of TDH are shown in Figure

13 and Figure 14, respectively.
Like the example in Section 2.1, the sender wants to embed the secret data N =

(01001̄0001̄0101) into the cover image in Figure 3. The sender divides the cover image
into white and black segments and computes all the predictive errors of white segment
by Formula (1). The sender outputs the numbers of predictive errors in white segment
and gets the histogram of predictive errors as Figure 15 shows. As opposed to Yang and
Tsais method, our method only gets H11 = 0, Z11 = −1 and Z21 = 2. Then, the sender
shifts the predictive errors in the range (-1,0) and (0,2) to generate the spaces nearby
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Figure 13. The embedding algorithm of TDH

peak point H11 by Formula (7). The results are shown in Figure 16. The sender scans the
predictive errors and embeds secret data (01001̄000) by Formula (8). After embedding
secret data (01001̄000), the sender gets the embedded histogram as Figure 17 shows. The
sender reverses the predictive errors into pixel values by Formula (4). The results are
shown in Figure 18.

To embed the remaining secret data (1̄0101), the sender swaps white segment for black
segment and computes all the predictive errors of black segment by Formula (1). Given the
numbers of predictive errors in black segment, the sender gets the histogram of predictive
errors as Figure 19 shows. Obviously, the sender gets H12 = 0, Z12 = −2 and Z22 = 3.
The sender then shifts the predictive errors in the range of (-2,0) and (0,3) by Formula
(9) as Figure 20 shows. The sender scans the predictive errors and embeds secret data
N = (1̄0101) by Formula (10). After embedding secret data (1̄0101), the sender computes
the embedded histogram and shifted predictive errors as Figure 21 shows. The sender
reverses the predictive errors into pixel values by Formula (4). The results are shown
in Figure 22. Now the secret data are completely embedded into the cover image. The
sender transports stego-image, L′ = 13, H11 = 0, Z11 = −1, Z21 = 2, H12 = 0, Z12 = −2
and Z22 = 3 to the receiver.

After receiving the information, the receiver divides the stego-image into white and
black segments as Figure 22 shows. Then, the receiver computes all the predictive errors of
black segment by Formula (1). The results are shown in Figure 21. Then the receiver scans
the predictive errors and extracts secret data (1̄0101) by Formula (11). After extracting
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Figure 14. The extracting algorithm of TDH

embedded data, the receiver shifts the predictive errors by Formula (12) as Figure 19
shows. The receiver scans black segment again and reverses the predictive errors into
pixel values by Formula (4). The results are shown in Figure 18. To extract the secret
data in white segment, the receiver computes the predictive errors of white segment by
Formula (1). The results are shown in Figure 17. Then the receiver scans predictive errors
and extracts embedded data (01001̄000) by Formula (13). After extracting the embedded
data, the receiver shifts the predictive errors by Formula (14) as Figure 15 shows. The
receiver scans white segment again and reverses the predictive errors into pixel values by
Formula (4) and gets the cover image of Figure 3. Since L′ = |H11| + |H12| = 13, the
receiver combines the extracted secret data of the two segments and gets the real secret
data N = (01001̄0001̄0101).

3.2. Coded-Ternary Data Hiding(C-TDH). Since the capacity of TDH depends on
the number of the highest point of the histogram, how to improve the capacity of TDH
becomes an important issue. According to the characteristics of NAF, 1 and 1̄ are never
adjacent, we propose Coded-Ternary Data Hiding (C TDH) by using the concept of cod-
ing. We first find that secret data can be represented by three symbols, 10, 1̄0, and 0.
We then try to embed at most two secret digits in one pixel.

The embedding and extracting algorithm of C-TDH is almost the same with that of
TDH. But when the sender wants to embed ternary secret data into an image, the sender
uses Formula (15) and Formula (16) to embed secret data. In addition, when the sender
wants to extract secret data from the image, the sender uses Formula (17) and Formula
(18) to extract secret data.
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Figure 15. The
predictive errors of
white segment

Figure 16. The
shifted predictive
errors of white seg-
ment

Figure
17. Embedded
histogram of white
segment

Figure 18. The
stego-image after
first algorithm

Figure 19. The
predictive errors of
black segment

Figure 20. The
shifted predictive
errors of black seg-
ment

Figure
21. Embedded
histogram of black
segment

Figure 22. The
stego-image

Di,j =


Di,j + 1,k = k + 2, if Di,j = H11 and Nk = 10

Di,j − 1,k = k + 2, if Di,j = H11 and Nk = 1̄0

Di,j,k = k + 1, if Di,j = H11 and Nk = 0

(15)

Di,j =


Di,j + 1,k = k + 2, if Di,j = H12 and Nk = 10

Di,j − 1,k = k + 2, if Di,j = H12 and Nk = 1̄0

Di,j,k = k + 1, if Di,j = H12 and Nk = 0

(16)
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NkNk+1 = 10,k = k + 2, if Di,j = H12 + 1

NkNk+1 = 1̄0,k = k + 2, if Di,j = H12 − 1

Nk = 0,k = k + 1, if Di,j = H12 + 1

(17)


NkNk+1 = 10,k = k + 2, if Di,j = H11 + 1

NkNk+1 = 1̄0,k = k + 2, if Di,j = H11 − 1

Nk = 0,k = k + 1, if Di,j = H11 + 1

(18)

The embedding algorithm and the extracting algorithm of C-TDH are shown in Figure
23 and Figure 24, respectively.

Figure 23. The embeding algorithm of C-TDH

We give an example of embedding secret data N = (01001̄0001̄0101) in Figure 3.
According to three symbols, 10, 1̄0, and 0, secret data N can be viewed as N = (0 10
0 1̄0 0 0 1̄0 10 1). The sender divides the cover image into white and black segments
and computes all the predictive errors of white segment by Formula (1). Then the sender
outputs the numbers of predictive errors in white segment and gets the histogram of
predictive errors in Figure 25. The sender gets H11 = 0, Z11 = −1 and Z21 = 2. Then the
sender shifts the predictive errors in the range of (-1, 0) and (0, 2) to generate the spaces
nearby peak point H11 by Formula (7). The results are shown in Figure 26. The sender
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Figure 24. The extracting algorithm of C-TDH

scans the predictive errors and embeds secret data (0 10 0 1̄0 0 0 1̄0 10) by Formula (15).
After embedding the secret data, the sender gets the embedded histogram as Figure 27
shows. The sender reverses the predictive errors into pixel values by Formula (4). The
results are shown in Figure 28.

To embed remaining secret data (1), the sender swaps white segment for black segment
and computes all the predictive errors of black segment by Formula (1). Given the numbers
of predictive errors in black segment, the sender gets the histogram of predictive errors
in Figure 29. Obviously, the sender gets H12 = 0, Z12 = −2 and Z22 = 3. The sender
shifts the predictive errors in the range of (-2, 0) and (0, 3) to generate the spaces nearby
peak point by Formula (16) as show in Figure 30. The sender scans the predictive errors
of black segment and embeds secret data (1) into the image by Formula (10). After
embedding secret data, the sender gets the embedded histogram as Figure 31 shows. The
sender reverses the predictive errors into pixel values by Formula (4). The results are
shown in Figure 32. Now the secret data are completely embedded into the cover image.
The sender transports stego-image, L′ = 13, H11 = 0, Z11 = −1, Z21 = 2, H12 = 0,
Z12 = −2 and Z22 = 3 to the receiver. After receiving the information, the receiver
divides the stego-image into white and black segments as Figure 32 shows. Then the
receiver computes all the predictive errors of black segment by Formula (1). The results
are shown in Figure 31. The receiver scans the predictive errors and extracts secret data
(10 0 0 0 0) by Formula (17). After extracting the embedded data, the receiver shifts the
predictive errors by Formula (12) as Figure 29 shows. The receiver scans black segment
again and reverses the predictive errors into pixel values by Formula (4). The results are
shown in Figure 28. To extract the secret data in white segment, the receiver computes
the predictive errors of white segment by Formula (1). The results are shown in Figure 27.
Then the receiver scans the predictive errors and extracts secret data (0 10 0 1̄0 0 0 1̄0 10)
by Formula (18). After extracting embedded data, the receiver shifts the predictive errors
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by Formula (14) as Figure 25 shows. The receiver scans white segment again and reverses
the predictive errors into pixel values by Formula (4) and gets the cover image as Figure 3
shows. Since the redundant secret data are extracted when L′ < |H11|+ |H12|, the receiver
has to combine the extracted secret data (0 10 0 1̄0 0 0 1̄0 10 10 0 0 0 0) of two segments
and delete redundant Nk where k > L′ to get the real secret data N = (01001̄0001̄0101)
in Figure 3. According to three symbols, 10, 1̄0, and 0, secret data N can be viewed as
N = (0 10 0 1̄0 0 0 1̄0 10 1).

Figure 25. The
predictive errors of
white segment

Figure 26. The
shifted predictive
errors of white seg-
ment

Figure
27. Embedded
histogram of white
segment

Figure 28. The
stego-image after
first algorithm

Figure 29. The
predictive errors of
black segment

Figure 30. The
shifted predictive
errors of black seg-
ment

Figure
31. Embedded
histogram of black
segment

Figure 32. The
stego-image

4. Experimental result. In this section, we show the experimental results of Yang and
Tsai,s and our methods. Let M1 be the number of highest peak point and M2 be the
number of second highest peak point. From the example in Section 2, the number of the
highest peak point H11 in white segment is 8 and that of the highest peak point H21 in
black segment is 4. We get M1 = 8 + 4 = 12. On the other hand, the number of the
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second highest peak point H21 in white segment is 2 and that of the second highest peak
point H22 in black segment is 3. We have M2 = H21 + H22 = 5.

We construct the secret data randomly and embed the secret data into ten images in
Figure 33. In Table 1, we compute the maximum of capacity and the PSNR of Yang
and Tsai’s method and TDH in average case. Then, we show the capacity of TDH and
C-TDH in Table 2. From the experimental results, THD gets higher PSNR’s than Yang
and Tsai’s method. Furthermore C-TDH produces higher capacity than THD.

Figure 33. Ten images in our experiment

Table 1. The average PSNR of Yang and Tsai’s method and TDH

Image Name M1 M2 M1/M2
Yang and Tsai’s method TDH

PSNR PSNR
Airplane 11976 7099 1.687 62.52 66.30
Peppers 45572 23765 1.918 56.92 60.50

Boat 57120 28196 2.026 56.02 59.52
Lena 61481 29854 2.059 55.72 59.20

Holidayhouse 114699 38156 3.006 53.48 56.49
Swimmingpool 100613 19511 5.157 54.53 57.06

Snowtree 90318 15678 5.761 55.07 57.53
Dubai 112162 17352 6.464 54.20 56.59
Room 176220 21630 8.147 52.36 54.63

Cloudsea 195970 21070 9.301 51.96 54.17

5. Discussion. In this section, we compare Yang and Tsai’s method with ours using the
performance measures of capacity and time complexity. First, we compute the capacity
of Yang and Tsai’s method and ours as follows. Given an example of histogram in Figure
34, we can find the first two highest peak points, H1 and H2, and their corresponding
zero points, Z1 and Z2. We let M1 be the number of H1, M2 be the number of H2, O1 be
the sum of the numbers in the range of (H1, Z1), O2 be the sum of the numbers in the
range of (H1, H2), and O3 be the sum of the numbers in the range of (H2, Z2).

Assume that the secret data is random. In Yang and Tsai’s method, the secret data B
is represented by 0, 1. The number of pixel values which should be shifted is O1 + O3 +
1

2
(M1 + M2), where

1

2
denotes the probability of appearing 1 in B. In TDH, the secret
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Table 2. The capacity of TDH and C-TDH

Image Name
TDH C-TDH

Max capacity Max capacity
Airplane 11976 17964
Peppers 45572 68358

Boat 57120 85680
Lena 61481 92221

Holidayhouse 114699 172048
Swimmingpool 100613 150919

Snowtree 90318 135477
Dubai 112162 168243
Room 176220 264330

Cloudsea 195970 293955

Figure 34. The distribution of histogram

data N is represented by 0, 1, 1̄. Therefore, the number of pixel values which should be

shifted is O1 +O2 +O3 +M2 +
1

3
M1, where

1

3
denotes the probability of appearing 1 and

1̄ in N . Because the length of N is larger than that of B by one, we assume that N and
B have the same length. In general, we have that O2 is zero. Thus, if M1 > 6M2, the
number of shifted pixel values in TDH is less than that in Yang and Tsai’s method. In
smooth images where the differences among the intensity levels of neighboring pixels may
be small, it is expected that M1 is much larger than M2. According to Figure 35, TDH
reduces 33% of shifted values of Yang and Tsai’s method in best case if M1 > 6M2.

We further compare our methods: TDH and C TDH. If C-TDH and TDH embed the
same secret data of length less than M1, the average number of shifted pixel values is

O1 + O2 + O3 + M2 +
1

3
M1 in our methods. Next, we discuss the capacity of C-TDH.

Assume that the length of secret data is L′ in C-TDH. On the average, there are
1

3
L′

symbols of 10 or 1̄0, and
1

3
L′ symbols of 0. Thus, we require

1

3
L′ +

1

3
L′ highest peak

points. This implies that
1

3
L′ +

1

3
L′ = M1. We have L′ =

3

2
M1. So, as compared with

TDH, C-TDH increases the capacity by 50% on average.
At last, we compare the capacity of C-TDH and Yang and Tsai’s method. From the

previous discussion, C-TDH can embed
3

2
M1 secret data. In Yang and Tsai’s method,

the length of embedded secret data is M1 + M2. Obviously, if M1 > 2M2, the capacity of
C-TDH is larger than that of Yang and Tsai’s method.
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Figure 35. The ratio of reduced number in TDH

Next, we discuss the difference on the time complexity of Yang and Tsai’s method, as
well as ours. Like Ni et al.’s algorithm [15], we assume that the image height is H and
the width is W. According to [15], the computational complexity of Ni et al.’s algorithm
is O(3HW ). If the ternary secret data can be embedded in one image, we need to scan
the whole image eleven times during the process of embedding as discussed in the secret
data embedding. Hence, the computational complexity is O(11HW ). On the other hand,
we need to scan the whole image nine times in the extracting algorithm. Therefore, the
computational complexity of the extracting algorithm is O(9HW ). According to Figure
2, Yang and Tsai’s method has the same number in scanning the whole image. Therefore,
we conclude that the time complexity of Yang and Tsai’s method and ours is the same.

6. Conclusion. In this paper, we propose two reversible data hiding method, TDH and
C-TDH, which can be used in ternary computers. We embed ternary secret data into
cover images. Since the probability of appearing 0 is about 66% in ternary secret data,
TDH reduces 33% of shifted values of Yang and Tsai’s method in best case if M1 > 6M2 in
the histogram. Obviously, TDH provides higher PSNR in smooth images. Furthermore,
we propose C-TDH method to increase the amount of the embedded secret data in TDH
method. According to our analysis, as compared with TDH, C-TDH increases the capacity
by 50% on average.
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