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Abstract. We propose a multi-focus image fusion method. The energy of Laplacian of
input images is obtained to decide which portions of the input images are in better focus,
and the majority filter offers a means of spreading the focused regions to neighborhood.
The edge-preserving guided image filter is applied to reduce the block effect. We conduct
several experiments which demonstrate that it provided a better performance than the
state of the art fusion methods in visual and quantitative evaluations.
Keywords: Image fusion, Multi-focus, Energy of laplacian, Majority filter,

Guided filter.

1. Introduction. Optical lenses are widely mounted in imaging devices. A lens with
long focal lengths suffers from the problem of limited depth of field, and only few objects
with the depth of field are focused and others are blurred. Besides solutions making use
of specialized optics [1, 2, 3] and computational imaging [4, 5], the multi-focus fusion
process is highly desirable to create a single image where all objects are in focus.

Focused regions have higher frequency components than de-focused regions, and the
sharp and local changes in intensity are indicated by the high frequency subbands co-
efficients. Multi-scale transforms are generally used for image fusion to estimate image
sharpness in transform domain and select informative high frequency coefficients. Multi-
scale transform incorporates and unifies techniques including subband coding, quadrature
mirror filtering and pyramidal image decomposition. Burt et al. firstly used Laplacian
pyramid for image fusion [6], later Toet et al. used contrast pyramid [7] and Rockinger
fused image via a shift-invariant wavelet [8]. After these work more and more multi-scale
methods are reported [9, 10, 11, 12], such as log-Gabor wavelet transform [13], nonsub-
sampled contourlet transform [14], and multi-scale weighed gradient-based method [15].
However, multi-scale methods are generally shift variant because of an underlying down-
sampling process, they have a high computational complexity, and the original intensity
is not preserved in the fused image.

In spatial domain, the sharp and local changes in the input intensity images are directly
computed from pixels or blocks [16, 17, 18]. Because the focus measures are obtained in
different way, the fusion methods of spatial domain are mainly categorized into two groups:
pixel-based methods [19, 20, 21] and block-based methods [22, 23, 24, 25]. The main
advantages of these methods are easy to be implemented to obtain the focus measure
with a low computational complexity and the output contains original focused regions
from input images. However, the existing fusion schemes of spatial domain are complex,
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such as methods based on artificial neural network [24, 25, 19], support vector machine
[23], and image matting technique [26].

In this paper, an efficient image fusion algorithm using guided filter is proposed. The
proposed image fusion scheme is compared with the state of the art methods, such as
methods based on image matting technique [26], two-scale decomposition using the guided
filter [27], and multi-scale weighted gradient [15], and it is also compared with the classic
methods: contrast pyramid [7] and shift-invariant wavelet [8]. The comparisons indicate
the efficiency of the proposed fusion scheme using three performance measures.

2. The focus measure. Since the quality of focus affects detecting the sharp and local
changes in intensity, it is suggested to use the sum-modified Laplacian and the energy
of Laplacian (EOL) for computing the focus quality [17]. Because EOL is a lower time-
consuming process than the sum-modified Laplacian, we use EOL as the focus measure.
EOL naturally increases with correct image focus, and each input pixels can thereby be
selected until the maximum EOL is detected. EOL detection is significant for image fusion
technique.

We define the second-order derivative of f(x) as the difference,

∂2f

∂x2
= f(x+ 1) + f(x− 1)− 2f(x) (1)

The Laplacian is given by the sum of second partial derivatives of an image I(x, y) of
two variables with respect to each independent variable,

∇2I(x, y) =
∂2I(x, y)

∂x2
+
∂2I(x, y)

∂y2

= I(x+ 1, y) + I(x− 1, y)+

I(x, y + 1) + I(x, y − 1)− 4I(x, y)

(2)

This equation can be implemented using the filter mask as,

L1 =

0 1 0
1 −4 1
0 1 0


The diagonal directions can be incorporated in the definition of Laplacian. We take

linear combination of four directions and the formula below produces a symmetric filter
mask,
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1− α
1 + α
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1 −4 1
0 1 0
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α
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 (3)

where α is a proportion coefficient.
The EOL focus measure of IA and IB is computed by,

Mp = (I ∗ L)2 (4)

where ∗ denotes the convolution, I is an input image, L is the Laplacian operator and
Mp is EOL for each pixel.
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(a) (b)

Figure 1. An example of the majority filter, (a) the input decision map
D, (b) the filtered decision map Db.

3. The majority filter. As shown in Fig.1, the majority filter is applied to ensure the
pixels with larger focus measures influence the decision of their neighbors more [28].

We assume that there are two input images, and they are denoted by IA and IB. If
the center pixel comes from image IA while the majority of the surrounding pixels come
form image IB, the center pixel value is switched to that of image IB. The majority filter
is utilized in window-based consistency verification and is given by,

Db =

{
1, if D ∗Wl >

l2

2
0, otherwise

(5)

where D is the input decision map, Db is the filtered decision map, and Wl is a sliding
l×l matrix in which all values are set to 1.

The term l2

2
can be obtained by the term 0.5 ∗Wl, so the majority filter can be imple-

mented in Algorithm 1.

Algorithm 1 The majority filter

1: D = D − 0.5;
2: D = D ∗Wl

3: if D > 0 then
4: Db = 1
5: else
6: Db = 0
7: end if

4. The guided filter. The guided filter is a local linear model between the guidance
image I and the output q [29]. It is assumed that q is a linear transform of I in a window
ωk centered at pixel k,

qi = akIi + bk ∀i ∈ ωk (6)

where (ak, bk) are the linear coefficients assumed to be constant in ωk, and ωk is a square
window of a radius r.

The guided filter is an edge-preserving process, and q has an edge only if I has an
edge because ∇q = a∇I. The solution to (6) minimizes the difference between q and
p. Specifically, the linear coefficients (ak, bk) are determined by minimizing the following
cost function in the window,

E(ak, bk) =
∑
i∈ωk

((akIi + bk − pi)2 + εa2k) (7)
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where ε is a regularization parameter preventing ak from being too large.
The coefficients ak and bk is solved by linear regression [30]:

ak =

1
|ω|
∑

i∈ωk
(Iipi − µkpk)
σ2
k + ε

(8)

bk = pk − akµk (9)

where µk and σ2
k are the mean and variance of I in ωk respectively, |ω| is the number of

pixels in ωk, and pk is the mean of p in ωk.
It can be seen from (6) that a pixel i is involved in all the windows ωk that contain i, so

the value of qi is not identical when it is computed in different overlapping windows. In
[29], all the possible values of coefficients ak and bk are first averaged. Then, the filtering
output is estimated as follows:

qi = aiIi + bi (10)

where ai = 1
|ω|
∑

k∈ωi
ak, bi = 1

|ω|
∑

k∈ωi
bk.

Fig.2 is an example of the guided image filter. The output q preserves the edge of the
guidance image I and the filtering input p is smoothed.

(a) (b) (c)

Figure 2. An example of the guided filter, r=60, ε = 0.012 (a) the guid-
ance image I, (b) the filtering input p, (c) the filtered output q.

5. The image fusion scheme. Fig.3 is the schematic diagram for the multi-focus image
fusion method.

The grayscale intensity of IA and IB is normalized to lie within the range [0, 1].

Figure 3. Schematic diagram for the proposed multi-focus image fusion.
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The EOL focus measure of the input images are computed to obtain Mp by (4) respec-
tively.

EOL, the matrix Mp, is divided into non-overlapping 8×8 blocks and the blocks are
processed independently. The focus measure of each block is the sum of the values in the
block,

Mb(m,n) =
∑

Mp(x, y) (11)

where x and y are pixel indexes, m and n are block indexes, and Mb(m,n) is the focus
measure for each block.

The focus measures in the matrix Mb are compared to obtain a binary decision map
by,

D(m,n) =

{
1, if MA

b (m,n) > MB
b (m,n)

0, otherwise
(12)

where MA
b is the focus measure for the image IA, and MB

b is the focus measure for the
image IB.

The focused image areas produce larger EOL metrics, and the de-focused areas produce
smaller EOL metrics. So value 1 implies that a block in IA focused while 0 implies that
a block in IB focused.

We modify the majority filter as shown in Algorithm 2, and the decision map D is
filtered twice to obtain Db by the modified majority filter.

The decision map Db is expanded to Dp by,

Dp = Db ~W8 (13)

where ~ denotes the Kronecker product, and W8 is an 8×8 matrix in which every value
is 1.

It can be seen from Fig.2 that the fused result under the decision map Dp has block
effect and lose edge and texture information from input images, so the guided image filter
is applied to optimize the decision map. We set the image IA and the decision map Dp

to the guidance image and the filtering image of the guided image filter respectively, and
the filtered result is denoted by D2. Therefore, the fused image is obtained from original
input images using decision map D2,

F (x, y) = D2(x, y)IA(x, y) + (1−D2(x, y))IB(x, y) (14)

where F is the fused image.
The pseudo-code is in Algorithm 2.

6. Experiments. The proposed method based on the guided image filter (GIF) is com-
pared with 5 different fusion algorithms based on contrast Laplacian pyramid (LAP) [7],
shift-invariant wavelet transform (SIW) [8], image matting technique (IMT) [26], two-
scale decomposition using the guided filter (TSD) [27] and multi-scale weighted gradient
(MWG) [15] respectively.

The parameter settings of these methods are as follows. The default parameters given
by the respective authors are adopted for the methods based on IMT, TSD and MWG.
GIF: α is set to 0.2, the size of window of the majority filter l1 and l2 are set to 8 and 7
respectively, the radius of window r of the guided filter is set to 8, and ε of the guided
filter is 0.03. LAP: 6 decomposition levels, the averaging scheme for the low frequency
subband, the Li’s choosing scheme [28] for the high frequency subband and the 9×9
window-based consistency check. SIW: 4 decomposition levels, the averaging scheme for
the low frequency subband, the Li’s scheme for the high frequency subband and the 3×3
window based consistency check.
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Algorithm 2 The proposed image fusion method

1: function Fusion scheme(IA, IB)
2: MA

p = (IA ∗ L)2

3: MB
p = (IB ∗ L)2

4: MA
b ←MA

p

5: MB
b ←MB

p

6: if MA
b > MB

b then
7: D = 1
8: else
9: D = 0

10: end if
11: Db=MajorityFilter(D, l1)
12: Db=MajorityFilter(Db, l2)
13: Dp = Db ~W8

14: D2=GuidedFilter(IA, Dp)
15: F = D2I

A + (1−D2)I
B

16: return F
17: end function
18: function MajorityFilter(D, l)
19: D = D − 0.5
20: D = D ∗Wl

21: D = D ∗Wl

22: if D > 0 then
23: Db = 1
24: else
25: Db = 0
26: end if
27: return Db

28: end function
29: function GuidedFilter(I, p)
30: Obtaining the q from I and p
31: return q
32: end function

The fusion scheme is illustrated on four pairs of images: Pepsi, Clock, Disk, and Lab.
Fig.4, Fig.5, Fig.6, and Fig.7 show the input images and the fusion results.

The performance metrics are depicted in the bar graphs Fig.8. The edge information

based performance Q
ab|f
p metric [31], structural similarity based metric Q

xy|f
w [32] and

phase congruency based metric Qp [33, 34] are employed in evaluating the fusion quality.
Fig.10, Fig.11, Fig.12 and Fig.13 are cropped to show the fused result and the absolute

value of the difference between the result and the focused reference part of image, and
the peak signal-to-noise ratio (PSNR) between the result and the focused reference part
of image is summarized in Table 1.

It can be seen that GIF and MWG obtains better visual effect and higher performance
metrics than the others.

Fig.4(a)-(b) are two input images and Fig.4(c)-(h) are fusion results of different fusion
schemes. Because of using high pass filter, there is the ringing effect in the fused results
of LAP, SIW and TSD. The ringing effect can be seen from Fig.10. LAP, SIW, and
TSD fuse the transform domain coefficients of both the input images other than selecting
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4. Input images and fused images obtained by different methods,
(a) Pepsi 1, (b) Pepsi 2, (c) LAP, (d) SIW; (e) IMT, (f) TSD, (g) MWG,
(h) GIF.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5. Input images and fused images obtained by different methods,
(a) Clock 1, (b) Clock 2, (c) LAP, (d) SIW; (e) IMT, (f) TSD, (g) MWG,
(h) GIF.

pixels either in IA or in IB, their results may be de-blurred the area where both the input
images are blurred, and that may be added unpleasant effect in areas where one of the
inputs has good clarity. There are a little shadows at the right up corner within the
word ’ES Magnifier Quality’ in Fig.4(c), Fig.4(d) and Fig.4(f), and it is most serious in
SIW where not only the words zone but also the area below is shadow-surrounded. The
shadows exist in LAP, SIW and TSD within the area around words zone. These results
show that these fusion schemes tried to extract the focused content from both images but
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6. Input images and fused images obtained by different methods,
(a) Disk 1, (b) Disk 2, (c) LAP, (d) SIW; (e) IMT, (f) TSD, (g) MWG,
(h) GIF.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7. Input images and fused images obtained by different methods,
(a) Lab 1, (b) Lab 2, (c) LAP, (d) SIW; (e) IMT, (f) TSD, (g) MWG, (h)
GIF.

blurred areas have been left out to be shadows, and the shadows can also be seen as the
blurred ’P’ on the bottle and blurred at bottom of the bottle in Fig.4(e). Fig.4(e) has
clear distortions of white spots in the left bottom around the border of the table as shown
in Fig.9. The result of proposed scheme in Fig.4(h) avoids the shadow artifacts above
and performs well. Fig. 10 shows the results of some compared areas. MWG and GIF
method can preserve the features and details from the source images without producing
visible artifacts. Because MWG has the processing of multi-scale decompositions and the
calculating the eigenvalues, MWG has a high computational complexity.

As shown in Fig.5, Fig.11, Fig.6, and Fig.12, LAP, SIW and TSD has the ringing effect.
As shown in Fig.9, there is a litter distorted in the image Disk. MWG and GIF obtain
better visual effect than the others, and it can be seen at the bottom of left clock in the
image Clock.

Returning to Fig.7 and Fig.13, method LAP creates a small alone around the head, SIW
wrongs the arm, and TSD wrongs the head. Furthermore, IMT has some problems in the
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(a) (b)

(c) (d)

Figure 8. Quantitative evaluation, (a) Pepsi, (b) Clock; (c) Disk, (d) Lab.

(a) (b)

Figure 9. The fused result of IMT, (a) Pepsi, (b) Disk.
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border area between clock and monitor. For these reasons, by using visual comparison,
the best images result MWG and GIF. Therefore, this fact would confirm the numerical
evidences reported in Fig. 8 and Table 1.

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 10. The fused results of the cropped part from the image Pepsi,
(a) LAP, (b) SIW, (c) IMT, (d) TSD, (e) MWG, (f) GIF, and the absolute
value of the difference between the result and the focused reference part of
the image, (g) LAP, (h) SIW, (i) IMT, (j) TSD, (k) MWG, (l) GIF.

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 11. The fused results of the cropped part from the image Clock,
(a) LAP, (b) SIW, (c) IMT, (d) TSD, (e) MWG, (f) GIF, and the absolute
value of the difference between the result and the focused reference part of
the image, (g) LAP, (h) SIW, (i) IMT, (j) TSD, (k) MWG, (l) GIF.

7. Conclusion. We use the energy of Laplacian to extract the local and sharp changes
in intensity of images, and propose a new fusion method using guided image filter. the
proposed multi-focus image fusion scheme outperforms the state of the art fusion methods,
and it preserves well the detail information without producing artifacts and distortions.
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(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 12. The fused results of the cropped part from the image Disk,
(a) LAP, (b) SIW, (c) IMT, (d) TSD, (e) MWG, (f) GIF, and the absolute
value of the difference between the result and the focused reference part of
the image, (g) LAP, (h) SIW, (i) IMT, (j) TSD, (k) MWG, (l) GIF.

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 13. The fused results of the cropped part from the image Lab, (a)
LAP, (b) SIW, (c) IMT, (d) TSD, (e) MWG, (f) GIF, and the absolute
value of the difference between the result and the focused reference part of
the image, (g) LAP, (h) SIW, (i) IMT, (j) TSD, (k) MWG, (l) GIF.

Table 1. Objective performance PSNR (dB)

LAP SIW IMT TSD MWG GIF
Pepsi 39.35 32.93 ∞ 45.90 ∞ ∞
Clock 48.71 34.18 60.82 43.26 ∞ ∞
Disk 34.38 31.35 ∞ 47.54 ∞ ∞
Lab 30.21 36.86 80.35 34.19 ∞ ∞
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