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Abstract. Assisted living has a particular social importance in most developed societies,
due to the increased life expectancy of the general population and the ensuing ageing prob-
lems. It has also importance for the provision of improved home care in cases of disabled
persons or persons suffering from certain diseases that have high social impact. In this
context, the development of computer vision systems capable to identify human eating and
drinking activity can be really useful in order to prevent undernourishment/malnutrition
and dehydration in a smart home environment targeting to extend independent living of
older persons in the early stage of dementia. In this paper, we first describe the human
centered interface specifications and implementations for such a system, which can be
supported by ambient intelligence and robotic technologies. We, subsequently, describe
a multi-view eating and drinking activity recognition database that has been created in
order to facilitate research towards this direction. The database has been created by using
four cameras in order to produce multi-view videos, each depicting one of twelve persons
having a meal, resulting to a database size equal to 59.68 hours in total. Various types of
meals have been recorded, i.e., breakfast, lunch and fast food. Moreover, the persons have
different sizes, clothing and are of different sex. The database has been annotated in a
frame base in terms of person ID and activity class. We hope that such a database will
serve as a benchmark data set for computer vision researchers in order to devise methods
targeting to this important application.
Keywords: Nutrition assistance, Smart home environment, Activity recognition, Multi-
view video database

1. Introduction. In the last years the need for developing efficient approaches for nu-
trition support and well-being has been increased. The objective of these methods is
to help older persons that are in the last stages of their independent living period (e.g.,
people in the early stage of dementia [1]), trying to prolong their independent living pe-
riod. To this end, human centered interfaces and methods following an anthropocentric
approach should be developed, in order to monitor certain activities of older persons and
their behavior in a smart home environment [2]. Such methods could recognize several
Activities of Daily Living (ADLs) of the older persons [3, 4] and can be focused to eating
and drinking activity recognition. The identification of eating and drinking abnormali-
ties of persons of all ages is a necessary means for surviving and attaining good health
at all times. Although, nutrition problems concern people of all ages, elderly persons,
particularly those suffering from dementia, are more inclined to it [5]. The identification
of eating/drinking activities can help in dietary menu planning, or replanning in case of
deviations from the plan [6].
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At first, studies on eating habits have been conducted mainly based on interviews [7].
On the other hand, attempts to monitor eating and drinking behavior of patients or elderly
people have also been performed. A category of methods aiming at eating and drinking
activity detection elaborates data acquired by ambient [8, 9] or body-worn (more invasive)
sensors [10, 11]. The methods belonging to this category require various body-worn sensors
in order to gather vital information for a person’s activities such as arm movements,
chewing or swallowing that reveal food or liquid intake activity. Ambient sensors mainly
provide information concerning persons’ location (kitchen, dining room etc.) and could
be used in combination with other, more precise, techniques. A combination of sensors
(ambient and wearable) has also been proposed to recognize ADLs of older persons [12,
13, 14].

The major disadvantage of the sensor-based ADLs recognition approach is that it sets
restrictions on the operation scenario and requires person cooperation. That is, the person
under consideration should agree to have physical contact with sensors. This generates
several issues that should be taken into account [15]. It is evident that older people are
not familiarized with such equipment. This fact results to non-cooperation due to fear.
Even in the cases where an older person agrees to cooperate, he/she may forget to wear
or make poor use of it. An alternative, less invasive, approach exploits visual information
captured by cameras. However, in order to take into account the resistance to video
observation by older persons that have privacy concerns, Privacy Preserving Technologies
should be exploited in a certain extend. A system that monitors daily activities of elderly
people at home is described in [16]. Considering that nutrition is essential to keep health,
a system was installed at home in order to monitor daily behavior of the persons in the
kitchen and the dining room. A concept of home health monitoring is also presented in
[17]. Health parameters are automatically monitored at home without disturbing daily
activities. Furthermore, a pilot project monitoring functional health status of the elderly
at home by continuously recording parameters of daily living sensitive to changes in health
is reported in [18]. In order to identify food consumption, a method that automatically
detects chewing events in surveillance videos of a person is presented in [19]. Another work
that deals with human events detection in a video sequence and can be extended in eating
and drinking activity recognition is presented in [20]. A system exploiting information
coming from cameras and microphones designed to be ”tape on and forget” devices, is
described in [21] for ADLs recognition. In the field of general activity recognition, there are
studies that although do not directly address the eating and drinking activity recognition
problem, they handle other related tasks, like meal preparation, interactions with cups,
cutlery (e.g. ‘grasp a cup’, ‘touch a fork’), recognition of objects and actions, etc [22, 23].

Another approach to eating/drinking activity recognition is based on a general human
action recognition approach [24]. Human face and hands are detected [25, 26] and tracke-
dover time [27, 28], while handling occlusions [29]. Then, the detected and tracked facial
regions and possibly facial landmarks [30] and are used to perform eating and drinking
activity recognition, thus achieving very good performance [24]. Besides its use in the
home of elderly people, eating/drinking activity recognition plays an important role in
other domains as well, notably in mastication and masseter myalgia studies [31, 32], as
well as in the case of head and oral cavity abnormalities, e.g. clefts [33] or changes due
to aging [34] that affect mastication, in correlation with other disorders [35].

In this paper, we describe the human centered interface specifications, research and
implementations for a computer vision-based nutrition assistance system. We consider as
target group of our study older persons that are in the early stage of dementia and suffer
by mild memory loss. Two serious problems that the patients with early dementia face are
underfeeding and dehydration. This is due to several reasons such as nerve deterioration,
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loss of sense of smell, apraxia (loss of the ability or will to execute or carry out learned
purposeful movements), etc. Specifically, we investigate the scenario of assisted living in
a smart home environment providing several ”intelligent functionalities”, like computer
vision-based automatic eating and drinking activity detection, automatic communication
with relatives or physicians in case of abnormal nutrition activity, etc. Subsequently, we
describe an eating and drinking activity recognition database that has been created in the
context of the FP7 project MOBISERV1 and can be used in order to facilitate research
towards this direction. The database is publicly available for research purposes2.

2. System Description. Our main objective is to develop and use up-to-date technology
to support independent living of older persons as long as possible in their own homes. A
system that automatically detects and recognizes eating and drinking activity using video
processing techniques would greatly contribute to prolonging independent living of older
persons in a non-invasive way. Such a system can be focused to monitor specific regions
of the smart home and for pre-specified time intervals, corresponding to meal periods, in
order to respect the privacy of the older persons. We consider monitoring of the dining
table used by the older person for the daily meals. The nutrition support system should
have the following functionalities/properties:

• Person appearance detection sitting on a chair in front of the dining table, in order
to start operation.

• Activity detection and discrimination between eating/drinking activity from other
activities (e.g., reading).

• Analysis of the eating/drinking activity during a session (pre-specified time interval).
• Ability to interact with the older person in case of abnormal nutrition activity (e.g.,
if he/she misses a meal).

• Ability to communicate with a relative/physician in case of emergency (e.g. report
abnormal nutrition activity).

• Real-time operation.

In order to obtain the needed visual information, one or multiple cameras should be
placed in such a way that they can capture the person’s upper body during a meal. In our
current implementation, we consider one camera placed at a distance of 1.5− 2 meters in
front of the person and at a height of 20− 40cm above the dining table, so that the entire
person’s upper body is visible during a meal, as illustrated in Figure 1.

2.1. Human appearance detection. In order to detect the appearance of a person
sitting on a chair in front of the dining table human body [36, 37], or face detection [38,
25, 26] techniques can be exploited. In the first case, the human body shape (specifically
the shape of the person’s head and shoulders), usually represented by the shape of its
contour using shape descriptors, like the Histogram of Oriented Gradient (HOG) [39], is
searched in each input video frame at multiple locations and scales in order to provide
possible video frame locations belonging to the human body. In the second case, face
detection techniques are applied at multiple video frame locations and scales in order to
provide possible human face video frame locations. Haar-like features combined with a
cascade of classifiers have been widely employed to this end [38]. Exploiting the fact that in
our application scenario the person’s face should be always visible during a meal, we have
chosen face detection for person appearance detection. In order to discard background
locations having shape similar to the human face (false positives), we also exploit the
color properties of the human skin [40]. In order to fasten the operation of the face

1http://www.mobiserv.info/
2http://www.aiia.csd.auth.gr/MOBISERV-AIIA/index.html
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Figure 1. Example video frame depicting a person having a meal.

localization process, we perform face detection periodically, e.g., every 15 frames, while
we perform color-based face tracking between consecutive video frames. In addition, in
order to further fasten the operation of the face localization process, we restrict face
detection at a bounding box having a size twice the size of the person’s face, which is
centered to the previously determined facial region, as illustrated in Figure 2.

2.2. Eating/Drinking activity representation. After detecting the person’s face for
the first time, monitoring is started. The objective, at this stage, is to recognize the
person’s actions, i.e., his/her elementary movement patterns, in order to discriminate
eating/drinking activity from other activities, e.g., reading at the dining table. Actions
are usually described by using either features based on motion information and optical
flow [41, 42], or features devised mainly for action representation [43, 23]. Although the
use of such features leads to satisfactory action recognition results, their computation
is expensive. Thus, in order to achieve (near-)real time operation, the use of simpler
action representations is required. Neurobiological studies [44] have concluded that the
human brain can perceive actions by observing only the human body configurations (poses
or postures) during action execution. Thus, actions can be described as sequences of
consecutive human body poses, in terms of human body silhouettes [45, 46]. In our case,
the adopted human body poses have been chosen to denote the person’s head and hands
[24], as illustrated in Figure 3. In order to take into account the resistance to video
observation by older persons that have privacy concerns, we keep only the the binary
human body pose images for further processing, leading to a Privacy Preserving action
representation.

Human body pose images are created by applying skin color segmentation techniques
to the color video frames [47]. Experimental studies have concluded that the skin color of
Caucasian people has several properties [40]. Specifically, it has been shown that the color
values of the human skin lie in a known region of the HSV color-space, i.e., 0 < H < 0.1,
0.23 < S < 0.68 and V > 0.27, where:

h = cos−1
1
2
((R−G) + (R−B))√

(R−G)2 + (R−G)(G−B)
, (1)
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Figure 2. Face detection on a restricted video frame area for faster operation.

Figure 3. Consecutive human body poses corresponding to an eating sequence.

H =

{
h, B ≤ G
2π − h, B > G,

(2)

S =
max(R,G,B)−min(R,G,B)

max(R,G,B)
, (3)

V = max(R,G,B). (4)

R, G, B in (1) - (4) are the three channels of the color video frame. Despite the fact that
the color of the human skin can be described by the above mentioned color boundaries, a
skin color segmentation method should be able to cope with changes in lighting conditions
of the scene. Specifically, in our case where eating/drinking activity recognition should
be performed in time periods corresponding to several meals, i.e., breakfast, lunch and
dinner, the different lighting conditions complicate the skin segmentation task. In order
to address this issue, we calculate person-specific thresholds for skin segmentation by
exploiting the information provided by the, previously detected, person’s facial image.
That is, at each video frame, the histogram of the person’s facial image in the HSV color-
space is calculated. Expecting that most of the pixels in the facial image are skin colored
pixels, the person’s skin color is approximated. To this end, we estimate the peak of
the histogram calculated for each color channel. We use the width value of the peak to
adjust properly the predefined thresholds, as illustrated in Figure 4, and use the modified
thresholds in order to decide whether a pixel belongs to skin location or not. We check
all the pixels in the video frame so as to obtain a binary bitmap denoting the skin-like
video frame locations in white and the remaining video frame locations in black.
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Figure 4. Calculation of person-specific thresholds for skin color segmentation.

In order to isolate individual elements, join disparate elements and remove noise in the
obtained binary bitmap, we apply morphological operations (dilation and erosion) [48].
To discard background locations belonging to skin-colored objects we exploit the position
of the, previously detected, human face and anthropometric ratios in order to determine
a trapezoid enclosing the video frame locations that are probable to be occupied by the
person’s head and hands and keep the Regions Of Interest (ROIs) inside this trapezoid
in order to form the so-called binary body image. To this end, we have used a trapezoid
horizontally centered to the person’s facial ROI and having bases equal to two and five
times the width of the person’s facial ROI. Finally, the resulted binary body image is
centered to the person’s ROIs center of mass, cropped to the ROIs region and resized to a
fixed size (H ×W pixels) image, the so-called posture image. We chose the size of binary
posture images to be equal to 32× 32 pixels, which has been found experimentally to be
a good compromise between computational cost and activity recognition accuracy.

2.3. Eating/Drinking activity recognition. In order to perform eating/drinking ac-
tivity recognition we employ a recently proposed action recognition scheme involving
Fuzzy Vector Quantization (FVQ) and Artificial Neural Network (ANN)-based action
video classification [49]. Let us assume that an action video, i.e., a video depicting an
elementary movement pattern, is formed by Nt video frames. These video frames are pre-
processed by applying the above described process in order to produce Nt binary posture
images. Posture images are represented as matrices, which are vectorized column-wise in
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Figure 5. Posture vectors creation.

Figure 6. 36 posture prototypes of actions ’eat’, ’drink’ and ’rest’.

order to produce the so-called posture vectors pi,∈ RN , i = 1, . . . , Nt, where N = HW ,
as illustrated in Figure 5. By using the previously noted posture image resolution, i.e.,
32× 32 pixels, the dimensionality of the posture vectors pi is equal to N = 1024.
After obtaining the posture vectors pi, the action video can be represented in an al-

ternative way by exploiting the fuzzy similarity between pi and the so-called dynemes
vd ∈ RHW , d = 1, . . . , D. Dynemes correspond to human body posture prototypes and
are determined in a training phase by clustering the posture vectors of training action
videos. Clustering can be performed by applying the D-Means algorithm or by training
a self-organizing neural network (Self-Organizing Map - SOM). The number of dynemes
D is specified by the problem at hand. In the case of eating/drinking activity recogni-
tion we have experimentally found that a small number of D is adequate for satisfactory
performance, i.e., D ≤ 100. A set of 36 dynemes are illustrated in Figure 6. Membership
vectors ui ∈ RD are calculated in order to encode the fuzzy similarity between posture
vectors pi and all the dynemes vd according to a fuzzification parameter m > 1.0 by:

uid =∥ pi − vd ∥
− 2

m−1

2 , (5)

ui = [ui1 . . . uiD]
T . (6)
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Table 1. Indicative monitoring sessions and check points.

Meal Session Check Points

Breakfast 8:00 - 10:00 9:00, 9:30, 9:50
Lunch 12:00 - 14:00 13:00, 13:30, 13:50
Dinner 19:00 - 21:00 20:00, 20:30, 20:50

The resulted membership vectors ui are employed in order to determine the so-called
action vector s ∈ RD representing the action video:

s =
1

Nt

Nt∑
i=1

ui

∥ui∥1
. (7)

Action vector s is scaled in order to have unit l2 norm and normalized by exploiting
the mean and standard deviation of the training action vectors. Finally, action vector
s is introduced to a Single-hidden Layer Feedforward Neural (SLFN) network, which
has been trained either by applying the Backpropagation algorithm [50], or the recently
proposed Minimum Class Variance Extreme Learning Machine (MCVELM) algorithm
[51] on the action vectors representing the training action videos, and classified to the
action class corresponding to the network’s highest output o, i.e., l = argmax

i
oi. For

a classification problem formed by NA action classes, the adopted network consists of D
input, L hidden and NA output neurons, that is the network output vector consists of NA

neurons o = [o1 . . . oNA
]T . The number of the network hidden layer neurons L should

be appropriately set. We have experimentally found that a value of L = 1000 usually
operates well in many classification problems.

2.4. Online Eating/Drinking activity recognition. The above described eating/drinking
activity recognition method, as most activity recognition methods proposed in the liter-
ature, operate on pre-segmented action videos. However, in our case we would like to
perform online eating/drinking activity recognition on the video frames captured by the
camera placed at the dining table. To this end, we have employed the ’sliding window’
technique in order to automatically segment action videos in an online manner and pro-
ceed with action video classification, as illustrated in Figure 7. According to this, the
Nt most recent binary body images are stored in a buffer and are employed in order to
form an action video that will be used in order to characterize the current video frame.
We have experimentally found that a value of Nt = 15 video frames provides satisfactory
action classification performance.

Regarding the computational complexity of the above-described online activity recog-
nition scheme, it has been tested on a PC with a 2.4GHz Core 2 Quad processor and 4Gb
RAM running Windows XP. By using a video frame resolution equal to 480× 640 pixels,
it operates in near real-time, i.e., 10-15 frames per second. We have experimentally found
that such an operation speed is adequate for satisfactory action classification performance.

2.5. Analysis of eating/drinking activity and decision making. As it was pre-
viously mentioned, we consider a system monitoring the dining table used by the older
person for the daily meals during pre-specified time intervals (sessions) corresponding to
different meals, an example given in Table 1. Clearly, these sessions can be adjusted to
the older person’s schedule and habits.

When a monitoring session starts, a Control Unit (CU) placed in a control room inside
the smart home initiates the nutrition support system operation. If the older person
reaches the dining table and sits in order to have a meal, he/she is detected and monitoring
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Figure 7. Sliding window technique for online activity recognition.

is started. By following the above described processing steps, the older person’s activities
are detected and recognized in a per video frame basis. The CU periodically analyses
the detected activity by accumulating the corresponding per-frame activity recognition
results. In the cases where the older person did not sit to the dining table, or he/she sits
and has not eaten yet, a reminder message is triggered in order to remind him/her to take
a meal. The same applies for drinking activity. The reminder message may be in the form
of a suggestion, e.g.“Would you like to drink some water?”. In the case where the person
has eaten his/her food and has consumed the necessary amount of liquid (such parameters
should be personalized for each case), a successful session has been completed and the CU
terminates the nutrition support system operation. In the case where the older person has
missed a meal, this information can be stored to a data logger and, possibly, can be sent
to a physician or a relative of the older person, in order to inform him/her and prevent
possible future recrudescence. A block diagram of the above described eating/drinking
activity analysis and decision making functionalities is illustrated in Figure 8.

3. The MOBISERV-AIIA Multi-view Eating and Drinking Database. In this
Section, we describe an eating and drinking activity database that has been recorded in
the context of the FP7 project MOBISERV. The database has been created in order to
study eating and drinking behavior of individuals targeting to suggest and implement
approaches to manage nutrition problems with non-invasive technological means. To the
best of our knowledge, this is the first publicly available database that can be used for the
evaluation of algorithms aiming at nutrition assistance exploiting multi-view information.
In the following, we briefly describe existing publicly available databases aiming at both
nutrition assistance and general activity recognition. Subsequently, we proceed with the
description of the MOBISERV-AIIA database. Finally, we discuss research areas that
can benefit from the use of the database and we focus on two application scenario usages,
i.e., eating and drinking activity recognition and person identification based on nutrition
activity.

3.1. Existing Databases. Nutrition assistance is a specific problem with limited pub-
licly available datasets. The Pittsburgh fast-food image dataset (PFID database) [52] is
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Figure 8. Analysis of eating/drinking activity and decision making block diagram.

offered to facilitate research in automated food recognition. It consists of 4.545 still im-
ages, 606 stereo pairs, 303 360o videos for structure from motion and 27 privacy-preserving
videos of eating events of volunteers. The data were collected by obtaining instances of
foods from popular fast food chains and capturing images and videos in both restaurant
conditions and a controlled lab setting. A series of experiments were conducted in [19] by
using Multi Context Chewing Data Set. It is a dataset consisting of seven three-minute
videos (captured at 24fps) of persons performing chewing and non-chewing actions (Data
Set 2). Each video is comprised of five action segments: 1) closed-mouth chewing, 2)
open-mouth chewing, 3) an assortment of facial expressions, 4) talking and 5) still face.
There was no condition placed on the persons head movements, although the majority of
the persons maintain a frontal head pose.

Hollywood2 is a Human Actions and Scenes Dataset [53] with 12 classes of human
actions and 10 classes of scenes distributed over 3669 video clips and approximately 20.1
hours of video in total. This dataset intends to provide comprehensive benchmark for
human action recognition in realistic and challenging settings. The dataset is composed
of video clips from 69 movies, including actions like “answer phone”, “drive car”, “eat”,
“fight person”, “handshake”, “sit down”, “stand up”, and scenes took place in the house,
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Figure 9. The database camera setup.

on the road, in a car, in the kitchen etc. Annotations for the action and scene samples
are, also, available.
Regarding databases used in the context of general activity recognition, they, usually,

contain actions that correspond to everyday human actions, like “walk”, “run”, “jump”,
“sit”, etc. Tow publicly available single-view datasets that have been widely adopted
for the evaluation of activity recognition methods are the Weizmann [54] and the KTH
[55] datasets. Publicly available datasets containing sports and dance activities are the
UCF sports [56], UCF 50, and the Ballet [57] datasets. However, due to the fact that the
performance of action recognition methods is closely related to the camera observation
angle, multi-view action datasets have been created. Two publicly available datasets, that
have been widely adopted for the evaluation of multi-view activity recognition methods
are the IXMAS [58] and the i3DPost [59] datasets.

3.2. Studio Environment and Camera Setup. The intake procedure was captured
in a controlled laboratory environment including a camera and an illumination system.
The details of the recording system, depicted in Figure 9, are described below. No audio
was recorded.

3.2.1. Camera Setup. Four Sony XCD-V60CR digital video cameras (color model) were
placed according to the setup illustrated in Figure 9. The frontal camera was mounted
on a tripod at 1m height and at a distance of 1.4m from the chair where persons were
sitting during recordings. The upper frontal camera was mounted on a tripod 1m higher
from the frontal camera and at a distance of 1.77m from the chair. The profile camera
was also mounted on a tripod at 1m height at the left hand of the person being recorded.
The last camera was mounted on a tripod at 1m height 45o to the person?s left. The
two frontal cameras and the 45o one can provide frontal or near frontal facial image poses
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[60, 61], if needed. All sequences were saved in .avi format and they were captured at a
resolution of 640× 480 pixels and at a frame rate of 15 frames per second. The cameras
were calibrated to extract their extrinsic (pose, orientation) parameters before shooting.

The 4 cameras were connected serially, using IEEE 1394 interface cabling system, which
is a serial bus interface standard for high-speed communications and isochronous real-time
data transfer, to a high performance PC. However, a delay between 1 to 32 frames per
camera was observed. To overcome this issue, a light source was utilized; this served as
signaling for the cameras synchronization. To begin the process, all cameras were turned
on at the same time. Then, a lighter was used in front of all cameras to record an instant
flash. This flash lasted a moment (one frame) and was captured from all the cameras.
Before any further processing, during annotation phase, the first frames of the 4 videos
were carefully compared to find the number of the frames containing evidence of the light.
Appropriate time differences between each video and the video captured from the frontal
camera were calculated, allowing the remaining parts of the videos to start simultaneously.

3.2.2. Illumination Setup. To improve and control the quality of the recorded video data,
in addition to daylight lamps on the ceiling, two light sources, of 800W each, were used.
The curtains were kept open during the recordings allowing illumination changes between
different days. The position of the light sources (lamps) can be seen in Figure 9.

3.3. Data Acquisition. The recordings were conducted in a period of two months, in
four sessions, and included 12 participants. Each of them had to accomplish four distinct
recordings. Each recording consisted of two parts. In the first part the person had to act
based on the scenario wearing a shirt or blouse with long sleeves, whilst in the second part
he/she had to repeat the same actions wearing a T-shirt. Each participant was informed
about the nature of the experiment and signed a consent form.

3.3.1. Camera and Video Properties. Video sequences were recorded and stored using
Lagarith compression in order to reduce the required storage space. Lagarith is an
open source lossless video codec which is not as good as MSU and FFV1 in terms of
achieved compression rate and created video quality, however is significantly faster com-
pared against both codecs. In our case, the time needed to record and compress 4 videos
simultaneously is prohibited. The applied compression during recording mainly causes
the delay between the connected cameras.

In order to export realistic video sequences regarding the color of the skin, clothes and
background, various values for the camera software parameters were tried, in order to
conclude to the following:

• Camera properties:
– Aperture = 2.8,
– Expo = 570,
– Shutter = 91,
– Gain = 0,
– U/B = 2191,
– V/R = 2082,
– Hue = 2096,
– Sat = 375,
– Black level = 2047 and
– Gamma = 0.

• Format Selection:
– Pixel Format = Y MONO16 bit,
– Resolution = 640× 480 and
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Table 2. Participants’ basic personal data

Person Sex Age
01 M 32
02 F 27
03 M 22
04 M 26
05 F 28
06 M 39
07 M 24
08 F 26
09 M 31
10 F 26
11 F 22
12 F 22

– Frame Rate = 15.0.

3.3.2. Subjects. The database includes 12 persons with Caucasian origin and ages between
22 and 39 years. There are 6 females and 6 males with or without beard. Three persons
are not wearing glasses, while the rest of them were wearing according to their will. Apart
from the expected occlusions caused during eating and drinking activity (hand, spoon,
cup etc.), there were also some hair failing on the face.
Each person participated in four distinct sessions and recorded two videos for each one:

one wearing a blouse or a shirt with long sleeves and one wearing a T-shirt or a blouse
with short sleeves. Considering that there were used 4 cameras, 8 videos were created for
each person at the end of each session. This results in a database consisted of 384 video
sequences.
Each person recording wearing long sleeves or a T-shirt lasts from 7 to 11 minutes and

its size ranges between 1.4 and 4.7GB. This results to a database of 59.68h and 1220GB
initial size (in Lagarith compression). In order to be able to handle and use these videos,
we compressed them using a more efficient compressor, lossy though. We used MPEG4
compressor which resulted in 107.5GB of data (91% compression rate).

3.3.3. Recording Protocol. Each participant of the database eats with spoon, cutlery, fork,
hands and drinks from cup, glass and straw according the following scenario: He/she en-
ters the room, sits down in front of the frontal camera and starts eating cereals with spoon
(4 iterations) and he/she drinks water from a cup (4 iterations). The bowl is replaced
by the experimenter with a plate and the cup with a glass of water. The participant
continues eating with knife and fork (4 iterations) and after that he/she drinks (1 − 2
iterations). He/she eats the same food using only the fork (the hand holding the fork is
changed, 4 iterations). He/she drinks again (1 − 2 iterations). The person puts a straw
in a glass of water and continues eating with his/her hand (4 iterations) and drinks from
straw (4 iterations in total). The person, also, eats with his/her hands a loaf of bread or
croissant pretending to eat a sandwich (4 bites). Finally, the person spends some time
doing something else besides eating, like thinking/wondering, paying attention, talking,
reading, writing, touching his/her hair, ear, nose, glasses, chin or yawing with the assis-
tance of the experimenter. He/she stands up and exits the room. The exact succession of
activities that each person had to execute in each meal is illustrated in Table 3. Example
video frames of the database are illustrated in Figure 10.
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Table 3. The database recording protocol

MEAL ITERATION TYPE ACTION
BREAKFAST 1st spoon eat
BREAKFAST 1st cup drink
BREAKFAST 2nd spoon eat
BREAKFAST 2nd cup drink
BREAKFAST 3rd spoon eat
BREAKFAST 3rd cup drink
BREAKFAST 4th spoon eat
BREAKFAST 4th cup drink

LUNCH - - slicing
LUNCH 1st cutlery (knife+fork) eat
LUNCH - - slicing
LUNCH 2nd cutlery (knife+fork) eat
LUNCH 1st glass of water drink
LUNCH - - slicing
LUNCH 3rd cutlery (knife+fork) eat
LUNCH - - slicing
LUNCH 4th cutlery (knife+fork) eat
LUNCH 2nd glass of water drink
LUNCH - - slicing
LUNCH 1st fork eat
LUNCH 2nd fork eat
LUNCH 3rd glass of water drink
LUNCH 3rd fork eat
LUNCH 4th fork eat
LUNCH 4th glass of water drink

FAST FOOD 1st hand eat
FAST FOOD 2nd hand eat
FAST FOOD 1st straw drink
FAST FOOD 3rd hand eat
FAST FOOD 4th hand eat
FAST FOOD 2nd straw drink
FAST FOOD 1st bite (both hands) eat
FAST FOOD 2nd bite (both hands) eat
FAST FOOD 3rd straw drink
FAST FOOD 3rd bite (both hands) eat
FAST FOOD 4th bite (both hands) eat
FAST FOOD 4th straw drink
APRAXIA - - thinking/wondering
APRAXIA - - paying attention
APRAXIA - - talking
APRAXIA - - reading
APRAXIA - - writing
APRAXIA - - touching hair/beard/glasses

or yawing using hands

3.4. Database Annotation. The database is annotated in a frame base according the
structure of a template text file (.txt). For the videos recorded using the frontal camera,
the starting and ending video frame numbers of each elementary movement are provided.
The text files used to synchronize the video recordings from the four different camera
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Figure 10. Video frames depicting the twelve persons of the database from
different viewing angles.

views are included in the annotation file set. By using the information concerning the
elementary movements, action videos depicting one elementary movement each, e.g. an
eating instance, can easily be created. This is important for the comparison of methods
evaluating their performance on the database.

3.5. Database Application Examples. In this subsection we discuss research areas
that can benefit from the use of the MOBISERV-AIIA database and focus on two appli-
cation scenarios, i.e., eating and drinking activity recognition and person identification
from nutrition activity. The database can be used in order to facilitate research in:

• Single- and Multi-view action recognition: The database contains three actions,
which consist of 13 sub-actions in total, as illustrated in Table 4. That is, action
recognition can be performed on an action or on an sub-action base. The use of
three action classes, i.e., ’eat’, ’drink’ and ’apraxia’, may complicate the classification
problem, due to the observed high intra-class and small inter-class variations. Intra-
class variations in the case of the above described three-class classification problem
are high, since due to different human body proportions and action execution style
variations it is possible that an action video depicting a person eating with spoon is
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more similar to an action video depicting another person drinking from a cup that
from an action video depicting a sequence belonging to another eating subclass, e.g.,
’eat with fork’. Two experimental settings can be employed in order to evaluate
two application scenarios. The Leave-One-Person-Our (twelve fold) cross-validation
scheme can be employed in order to evaluate the generalization ability of a method on
persons that are not included in the training process. The Leave-One-Day-Out (four
fold) cross-validation scheme can be employed in order to evaluate the performance
of a method on a person-specific experimental setting.

• Person identification: The database can be used as a benchmark dataset for face
recognition algorithms. The four cameras used for the recordings lead to facial images
depicting the persons from different viewing angles, with different facial deformations
(due to eating/drinking activity), different levels of occlusion and different facial
appearance (beard, glasses). In addition, the database can be used to evaluate person
identification methods exploiting motion information, i.e., person identification based
on actions.

• Person de-identification: De-identification is the process which aims to remove all
identification information of the person from an image or video, while maintaining
as much information on the action and its context [62]. Identifying information
captured on video can include face, silhouette, action, etc. Thus, the database can
be used as a benchmark dataset for person de-identification methods.

• Visual tracking: The database can be used as a benchmark dataset for face and
object tracking. Different facial poses, levels of occlusion and viewing angles set
different levels of difficulty for face tracking algorithms. These facts apply also for
tracking of hands and objects, e.g., cups, forks, etc.

• 3D reconstruction: By exploiting information coming from all the four cameras used
in the recordings and the available camera setup calibration parameters, 3D recon-
struction of the scene can be achieved. The reconstructed model can be used in order
to facilitate all the above mentioned research areas.

3.5.1. Eating and Drinking Activity Recognition. We have used the videos captured by
the frontal camera depicting the persons wearing T-shirt. The set of annotation files
was used to segment the initial video recordings in smaller ones depicting elementary
movements (action videos). We perform eating and drinking action recognition in videos
based on the above described action recognition scheme. We have used the Leave-One-
Person-Out (LOPO) cross-validation procedure in order to evaluate the impact of different
human body sizes and action execution style variations among individuals on the action
classification performance. That is, we used the action videos depicting all but one person
in the database as labeled data and the action videos depicting the remaining one as test
data, in order to perform one iteration (fold) of the cross-validation procedure. Twelve
folds, equal to the number of persons appearing in the database, have been performed
in order to complete an experiment. A parameter value m = 1.1 has been used, while
the optimal number of posture prototypes D has been determined by performing multiple
experiments for values D = 5d, d = 10, . . . , 20. We have formed a three-class classification
problem, i.e., each action video was followed by a label belonging to one of the three action
classes: ‘eat’, ‘drink’ and ‘apraxia’. Four experimental settings have been evaluated in
order to simulate different experimental scenarios of incremental difficulty. The obtained
action classification rates are illustrated in Table 4. As can be seen in this Table, action
classification rates close to 80% have been obtained for all the four evaluated scenarios,
ranging from 82.94% for the case where each action class is formed by two sub-actions, to
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Table 4. Action classification rates for different experimental settings.
The symbol ’x’ denotes that the action videos depicting the correspond-
ing sub-action are included in the experiment

eat drink apraxia

cutlery fork spoon hands bite cup glass straw chew slice read write hands Rate (%)

x x x x x x x 82.94

x x x x x x x x x x 81.88

x x x x x x x x x x x x 80.91

x x x x x x x x x x x x x 79.64

Figure 11. Confusion matrix for person identification.

79.64% for the case where all the action videos of the database are employed for evaluation.

3.5.2. Person Identification from Activities. By exploiting the person ID information of
the action videos of the database, we have used the above described method in order
to perform person identification based on actions appearing in meal intakes. We have
used the videos captured by the frontal camera depicting the persons wearing T-shirt.
We have used the Leave-One-Day-Out (LODO) cross-validation procedure in order to
evaluate impact of variations in person appearance and action execution style between
different days on the person identification performance. That is, we used the action videos
of all persons in the database depicting the meals recorded for three days as labeled data
and the action videos depicting the meals recorded for the remaining day as test data, in
order to perform one iteration (fold) of the cross-validation procedure. Four folds, equal
to the number of different recording days of the database, have been performed in order
to complete an experiment. A parameter value m = 1.1 has been used, while the optimal
number of posture prototypes D has been determined by performing multiple experiments
for values D = 10d, d = 10, . . . , 30. A person identification rate equal to 89.67% has been
obtained. The confusion matrix of this experiment is illustrated in Figure 11. As can be
seen in this Table, high identification rates have been obtained for most persons in the
database. This fact confirms our assumption that action execution style variations among
individuals are significant in actions belonging to meal intakes and can be used for action
based person identification.
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4. Conclusions. In this paper, we described the human centered interface specifications
and implementations for a computer vision-based nutrition assistance system. Specifi-
cally, we investigated the scenario of assisted living in a smart home environment pro-
viding several “intelligent functionalities”, like computer vision-based automatic eating
and drinking activity detection, automatic communication with relatives or physicians in
case of abnormal nutrition activity, etc. We have described a method exploiting a Pri-
vacy Preserving action representation requiring low computational cost. By using such
an action representation and a classification scheme based on Fuzzy Vector Quantization
and Neural Network-based classification, fast and effective operation can be achieved. In
addition, we have described a publicly available multi-view eating and drinking activity
recognition database that has been created in order to facilitate research towards non-
invasive nutrition assistance. This database can be used for a number of other studies,
notably to analyze mastication and the effects of aging on eating and drinking habits.
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