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Abstract. A face feature selection and recognition method based on BPSO and SVM-
Wrapper model is presented. To solve the problem that DCT coefficients dimension is
higher for face recognition, we design a SVM-Wrapper model based on BPSO. In the pro-
cess of training SVM, the cross-validation is used to training samples, and the recognition
accuracy is used for defining the fitness function of BPSO feature selection algorithm.
The fitness function is used to guide the BPSO algorithm to search the optimal feature
subset. The experiments on ORL databases show that the improved method is effective.
Keywords: Face recognition, Support vector machine, Feature selection, Discrete cosine
transform, Binary particle swarm optimization.

1. Introduction. Face recognition is one of the most interesting and challenging areas in
computer vision and pattern recognition. Although research in the field of face recognition
is active over 30 years and considerable successes in face recognition systems have been
achieved, there are still some unsolved problems. Illumination variation, rotation and
facial expression are the basic existing challenges in this area.

Many approaches have been developed by researchers for face recognition problem. An
excellent face recognition method should consider what features are used to represent a
face image and how to classify a new face image based on this representation. Current
feature extraction methods can be classified into signal processing and statistical learning
methods. On signal processing based methods, feature extraction based Gabor wavelets
are widely used to represent the face image [1][2]. On the statistical learning based meth-
ods, the dimension reduction methods are widely used in the past works [3], as the famous
face recognition method, Principal Component Analysis (PCA) has been widely studied,
and the PCA and liner discriminant analysis (LDA)[4][5] are widely used among the di-
mensionality reduction methods [6]. Recently kernel based nonlinear feature extraction
methods are applied to face recognition [7], such as kernel principal component analysis
(KPCA)[8], kernel discriminant analysis (KDA)[9]. LDA is to find the optimal projection
matrix with Fisher criterion through considering the class labels. Recently, researchers
proposed some other manifold algorithms such as Locally Linear Embedding (LLE) [10]
and Locality Preserving Projection (LPP) [11]. Many improved LPP algorithms were
proposed in recent years [12-14].

Discrete cosine transform (DCT) is a signal processing method which transform the
data from time domain to frequency domain. Discrete Cosine Transform is a real number
domain transformation, and the transform coefficient distribution is more concentrated.
The main information of an image is the low-frequency information. The main information
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of the image is concentrated in the low frequency after the discrete cosine transform. So
DCT is widely used in the voice and image data compression field. Also it can be extracted
the DCT coefficients feature for classification.
DCT has been employed in face recognition for dimensionality reduction [15]. The

advantage of DCT is that it is data independent and it can be implemented using a fast
algorithm. Nevertheless, only limited low-frequency coefficients are used as features if
the discrete cosine transform is employed for direct dimensionality reduction [16]. D.
Ramasubramanian et al.[17] proposes a face recognition method using DCT combined
with LDA. DCT does not compress the data itself, and the source data of the image is
only mapped to another domain. How to select the most effective DCT coefficients as the
identification feature in the new data field becomes a key issue. Saeed Dabbaghchian et
al.[18] and Yin et al.[19] propose using separability measure to select the DCT coefficients.
It searches the coefficients which have more power to discriminate different classes are
better than the others. They are able to find the DCT coefficients on each dimension
database. Both methods can select the individual DCT coefficients which have the best
discriminant ability. However, the discriminant ability of the feature vector combined
with the selected DCT coefficients is not strong necessarily. In this paper, to solve the
problem that DCT coefficients dimension is higher for face recognition, we propose a novel
method for face feature selection and recognition that is based on binary particle swarm
optimization algorithm and support vector machine. Firstly, we apply discrete cosine
transform to extract the DCT coefficients of face images. Secondly, we apply support
vector machine and particle swarm algorithm to construct a Wrapper feature selection
model, and then this feature selection model is used to select recognition features.
The rest of this paper is organized as follows. Section2 describes some related works.

Our proposed BPSO SVM-Wrapper model is discussed elaborately in Section 3. Section 4
presents the results of our experimental studies including the experimental methodology,
experimental results, and the comparison with other existing algorithms. Finally, Section5
concludes the paper with a brief summary and a few remarks.

2. Related work.

2.1. Discrete cosine transform of an image. The DCT has been widely applied to
solve numerous problems among the digital signal processing community. In particu-
lar, many data compression techniques employ the DCT, which has been found to be
asymptotically equivalent to the optimal Karhunen-Loeve Transform (KLT) for signal
decorrelation. Mathematically, the DCT is a one-to-one mapping between the spatial and
spectral domains. An image is transformed to its spectral representation by projection
into a set of orthogonal 2-D basis functions. The amplitudes of these projections are called
the DCT coefficients, which are the output of the transform. Given an input M×N image
f(x, y) , its DCT, C(u, v) is obtained by the following equation

C (u, v) = a (u) a (v)
M−1∑
x=0

N−1∑
y=0

f (x, y) cos
(2x− 1)uπ

2M
cos

(2y − 1) vπ

2N
(1)

Whereu = 0, 1, · · · ,M − 1 v = 0, 1, · · · , N − 1 and a (u) a (v) are defined by:

a (u) =

{ √
1/M√
2/M

u = 0
u = 1, 2, · · · ,M − 1

(2)

a (v) =

{ √
1/N√
2/N

v = 0
v = 1, 2, · · · , N − 1

(3)
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Where, x and y are spatial coordinates in the sample domain while u, v are coordinates
in the transform domain.

For an M ×N face image, we have an M ×N DCT coefficient matrix covering all the
spatial frequency components of the image. Figure 1 shows an M ×N face image and its
DCT coefficients.

Figure 1. Face image and its DCT coefficients

The DCT is applied to the entire image to obtain the frequency coefficient matrix
of the same dimension. Therefore coefficients selection, the second stage of the feature
extraction, is an important part of the feature extraction process and strongly influences
the recognition accuracy.

The conventional DCT coefficient selection approaches select the fixed elements of the
DCT coefficients matrix. Most of the conventional approaches select coefficients in a
zigzag manner or by zonal masking. The DCT coefficients with large magnitude are mainly
located in the upper-left corner of the DCT coefficients matrix. It can be observed that
a large amount of information about the original image is stored in the upper-left corner
of the DCT coefficients matrix. They are the low spatial frequency DCT components in
the image.

These are good criterions in case of compression is not recognition. Since the discrim-
ination power of all the coefficients is not the same and some of them are discriminant
than the others. Yin et al. [18, 19] proposed using separability criterion to select DCT
coefficients. It searches for the coefficients which have more power to discriminate differ-
ent classes are better than the others. In our method, the separability criterion method
is used for pre-selection of the DCT coefficients.

2.2. Binary Particle Swarm Optimization. Particle swarm optimization (PSO) is a
population-based evolutionary computation technique developed by Kennedy and Eber-
hart in 1995. PSO simulates the social behavior of organisms, i.e., birds in a flock or fish
in a school. This behavior can be described by a swarm intelligence system. In PSO,
each solution can be considered as an individual particle in a given search space, which
has its own position and velocity. During movement, each particle adjusts its position by
changing its velocity based on its own experience, as well as the experience of its com-
panions, until an optimum position is reached by itself and its companions [21]. All of
the particles have fitness values based on the calculation of a fitness function. Particles
are updated by following two parameters called pbest and gbest at each iteration. Each
particle is associated with the best solution (fitness) particle has achieved so far in the
search space. This fitness value is stored, and represents the position called pbest. The
value gbest is a global optimum value for the entire population.

Many optimization problems occur in a space featuring discrete, qualitative distinctions
between variables and levels of variables. To extend the real-value version of PSO to
a binary space, Kennedy and Eberhart proposed a binary version of the PSO method
(BPSO). In a binary search space, a particle may move to near corners of a hypercube
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by flipping various number of bits; thus, the overall particle velocity may be described by
the number of bits changed per iteration [22].
The position of each particle is represented in binary string form byXi= {xi1,xi2,...,xiD}

which is randomly generated. The bit values 0 and 1 represent a non-selected and selected
feature, respectively. The velocity of each particle is represented by Vi= {vi1,vi2,...,viD} (
i is the number of particles, and D is the number of dimensions (features) of a given data
set). The initial velocities in particles are probabilities limited to a range of [0, 1]. The
best solution ever encountered by individual agents during the search process is stored
as local best solution (pbest) for that particular agent and the solution with the highest
fitness of all the solutions in the swarm is stored as the global best solution (gbest): The
rest of the agents of the swarm update their velocity v and position x using the information
associated with pbest and gbest as shown in equations (4) and (5), respectively.

vn+1
id = vnid + c1r1(p

n
id + xn

id) + c2r2(p
n
gd + xn

id) (4)

xn+1
id = xn

id + vn+1
id (5)

Where, the constants c1 and c2 are positive acceleration constants, whereas r1 and r2
are uniformly distributed random numbers in [0, 1]. A velocity-range [-vmax, vmax] is
defined to ensure that the agents do not fly out of the swarm.vn+1

id and xn+1
id represent

the updated velocity and position, respectively, for ith agent in the swarm at (n+1)th
iteration. pnid and pngd represent the pbest for ith agent and gbest of the entire swarm at
nth iteration, respectively.
The velocity update vn+1

id with the above formulation can be calculated using equation
(4) followed by updating xn+1

id as equation (5). It is still a continuous valued xn+1
id which

needs to be in binary form. This is addressed by calculating an intermediate variable
s(vn+1

id ) from continuous valued vn+1
id through sigmoid limiting function as shown in (6).

s(vn+1
id ) =

1

1 + e−vnid
(6)

The values of s(vn+1
id ) which is monotonically increasing function, can be interpreted

as the probability of changing the current state of the ith agent at the nth iteration.
Higher values of s(vn+1

id ) indicate higher possibility of changing a bit to 1 and vice-versa.
At the same time it squashes the velocity range [-vmax, vmax] within the range [0, 1]
and eliminates the requirement of boundary handling techniques as required in case of
continuous domain PSO. The bit values of the solutions are updated probabilistically with
s(vn+1

id ) using equation (7).

f (rand() < s(vnid)) then xn+1
id = 1; else xn+1

id = 0 (7)

2.3. Support Vector Machine. Support Vector Machines (SVM) [23] is an effective
classification method with significant advantages such as the absence of local minima,
an adequate generalization to new objects, and a representation that depends on few
parameters. A Support Vector Machine performs classification by constructing an N-
dimensional hyperplane that optimally separates the data into two categories. Using
a kernel function, SVM is an alternative training method for polynomial, radial basis
function and multi-layer perception classifiers in which the weights of the network are
found by solving a quadratic programming problem with linear constraints, rather than by
solving a non-convex, unconstrained minimization problem as in standard neural network
training. The goal of SVM model is to find the optimal hyperplane that separates the
clusters of vectors into two sides of the plane, where the same category cases of the target
variable on the same side.
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It works well by using a hyperplane to separate the feature vectors into two groups
when there are only two target categories. For the multi-class classifier, there are two
major multi-class SVM classification strategies: one-against-all and one-against-one [24].
For the one-against-all strategy, multiple binary SVM decision functions are constructed.
Every decision function is trained by labeling all of the examples which are in this class
with positive labels, and all of the examples not in this class with negative labels. A new
sample is classified into the class which has the largest decision function. For one-against-
one strategy multiple classifiers are constructed, and each classifier is trained with two
different classes. A new sample is classified into the majority class voted by all of the
indicator functions.

3. BPSO SVM-Wrapper model. Feature selection is of considerable importance in
classification. Feature selection addresses the dimensionality reduction problem by deter-
mining a subset of available features to build a good model for classification or prediction,
which is a combinatorial problem in the number of original features.

Support Vector Machines is an effective classification method with significant advan-
tages such as the absence of local minima, an adequate generalization to new objects,
and a representation that depends on few parameters. This method, however, does not
directly determine the importance of the features used.

In this section, a new feature selection method based on BPSO and SVM are considered
and a new efficient approach is proposed. The architecture for the BPSO-based SVM
classifier is implemented in this paper. A more detail information flows of the PSO-SVM
feature selection model is illustrated in Figure 2.

Figure 2. The architecture of our method

DCT feature extraction consists of two stages. Dimension of the DCT coefficient matrix
is the same as the input image. In fact the DCT, by itself, does not decreased at a
dimension. In the first stage, it compresses most signal information to the low frequency
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by wavelet transform. The DCT is applied to the low frequency sub-band image to obtain
the DCT coefficients, and then some of the coefficients are selected to construct feature
vectors in the second stage.
In the initial experimentation, we observed that it can not get a good recognition

performance if the classification features is obtained by searching all the DCT coefficients
using discrete PSO algorithm. In general, the DCT coefficients are divided into three
bands, namely low frequencies, middle frequencies and high frequencies. Low frequencies
and middle frequencies coefficients contain useful information and construct the basic
structure of the image. High frequencies represent noise and small variations. From the
above discussion, it seems that the low frequencies and middle frequencies coefficients
are more suitable candidates in face recognition. Therefore the search space of BPSO
algorithm is selected in the low frequency and middle frequencies coefficients. This is the
filter feature selection shown in the figure 2.
In Wrapper feature selection model, the search strategy of feature subset is implemented

by BPSO algorithmand the SVM classifier. In the search process, the cross-validation
method is used to test the classification ability of features. Cross-validation is a statis-
tical method of evaluating and comparing learning algorithms by dividing data into two
segments: one is used to learn or train a model and the other is used to validate the model.
In typical cross-validation, the training and validation sets must cross-over in successive
rounds such that each data point has a chance of being validated against. The basic form
of cross-validation is k-fold cross-validation. Other forms of cross-validation are special
cases of k-fold cross-validation or involve repeated rounds of k-fold cross-validation.
In our experiments leave-one-out cross-validation method is used. Leave-one-out cross-

validation is a special case of k-fold cross-validation where k equals the number of instances
in the data. In other words, all the data except for a single feature are used for training
and the model is tested on that single feature. After a cycle using this training set can
obtain the average recognition rate of the SVM classifier, which is used to form the fitness
function. The fitness function is shown in the following formula,

Fitness = P × Accuracy −Dimensions (8)

Where, Accuracy is the average recognition rate, P is the weight of Accuracy, Dimen-
sions is the characteristic dimension of the final choice. The purpose of feature selection
is to improve the recognition rate and reduce the number of feature dimensions. But
sometimes they are not unified. If the recognition rate is more important, P can take a
larger value.
The main purpose of the fitness function is to select the features that can improve

the recognition rate. Under the precondition of ensuring the classification accuracy, the
redundant feature in the feature subset are removed, i.e. excluding those that do not
affect the test recognition rate, thereby reducing the dimension of the selected features.
Through the SVM-Wrapper model, we can find an optimal combination of some features.
And then the recognition features are selected according to this combination.

4. Experimental Results. In order to test the performance of the proposed method,
some experiments are performed on two face database. One is ORL face database which
contains a set of face images taken at the Olivetti Research Laboratory (ORL) in Cam-
bridge University, U.K. There are 400 images of 40 individuals in it. For some subjects,
the images were taken at different times, which contain quite a high degree of variability
in lighting, facial expression, pose, and facial details. Another is Bern face database. This
database involves 300 frontal facial images, with 10 images of 30 individuals. The size of
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each image is 320× 214 with 256 gray levels. Each image is scaled down to the size of
92× 112 pixels.

In the experiments, we randomly select five images from each subject to construct the
training data set, the remaining images are used as the test images. Each experiment
is repeated 20 times. The BPSO algorithm uses 40 particles, 25 iterations. In order to
highlight the importance of the recognition rate, in the formula of the fitness function,
the weight P of Accuracy equals 100000. The value of inertia weight w equals 0.7 and
the value of acceleration constants c1 and c2 both equal 1.5. The SVM uses the LIBSVM
MATLAB toolbox. The polynomial is selected as the kernel function of SVM.

The average recognition rates of the different training set dimension are, respectively,
summarized in Table 1 and Table 2. In where, Original DCT means the DCT coeffi-
cients of face image as face feature vector without the feature selection. DWT + DCT
means the DCT coefficients of the face image after the second-order wavelet transform
as a face feature vector without the feature selection. Filter1 means the selected DCT
coefficient matrix of the low-frequency portion of the upper left corner as the feature
vectors of 120-dimensional (10 rows 12 columns). Filter2 means the selected DCT coef-
ficient matrix of the low-frequency portion of the upper left corner as the feature vectors
of 80-dimensional (8 rows 10 columns). Filter3 means selected DCT coefficient matrix of
the low-frequency portion of the upper left corner as the feature vectors of 42-dimensional
(6 rows 7 columns). SVM-Wrapper1, SVM-Wrapper2 and SVM-Wrapper3 mean based
on the SVM-wrapper face feature selection and identification method for the above Filter
method, respectively.

Table 1. Simulation results on ORL face database

Algorithms Recognition accuracy (%) Feature
dimensions

Original DCT 94.80 10304
DWT+DCT 95.03 644
Filter1 95.43 120
SVM-Wrapper1 96.03 58
Filter2 95.45 80
SVM-Wrapper2 97.33 41
Filter3 95.98 42
SVM-Wrapper3 97.60 31

Table 2. Simulation results on Bern face database

Algorithms Recognition accuracy (%) Feature
dimensions

Original DCT 93.96 10304
DWT+DCT 94.72 644
Filter1 94.89 120
SVM-Wrapper1 95.45 61
Filter2 95.12 80
SVM-Wrapper2 95.86 43
Filter3 95.36 42
SVM-Wrapper3 96.79 33
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In Table 1 and Table 2, we can find that the DCT method obtains a recognition rate of
94.80% on ORL database and a recognition rate of 93.96% on Bern database although it
use all features. The DWT+DCT method and the Filter obtain more recognition results
using a less features than DCT method. However the SVM-Wrapper method obtain the
best recognition accuracy using a less features than Filter method.
For the purpose of comparison, we compare our method with several face recognition

methods based on the discrete cosine transform. In the literature [15], the low-frequency
coefficients of DCT coefficient matrix in the upper left corner within a square is directly
used for classification. In the literature [20], the face image is processed by discrete cosine
transform, and then selecting the low frequency coefficients of the DCT coefficient matrix
in the upper left corner within a square to extract the face features by linear discriminant
analysis. In the literature [19], the separability are calculated each dimensional feature
according to separability criterion, and then the features with better separability are used
for classification.

Table 3. Performance comparison on ORL face database

Recognition accuracy Feature
dimensions

DCT[15] 94.97% 64
DCT+LDA[20] 96.65% 49
Separability Criterion[19] 97.00% 25
SVM-wrapper 97.60% 31

As can be seen from Table 3, the proposed method use only 31 DCT coefficients obtain
the best recognition results. We also observe from experimental results the number of
DCT coefficients using classification is not proportional to the obtaining recognition rate.
Using a large number of DCT coefficients can not obtain the best recognition rate. In the
reconstruction of a face image, it is necessary for accurately reconstructing the original
image to use as much as possible DCT coefficients, but recognition does not require much
DCT coefficients. The disadvantage of our approach compared to other methods is high
computational complexity in the training stage.

5. Conclusions. In this paper, for the DCT coefficients selection, a face feature selec-
tion and face recognition method based on support vector machine and particle swarm is
proposed. From the view point of select effective features, we have established a Wrapper
feature selection model in which support vector machine and particle swarm search algo-
rithm are the core. The Cross-Validation method is used to define the fitness function
of BPSO feature selection algorithm. Simulation results demonstrate the effectiveness of
the method.
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