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Abstract. In this paper, we propose two blind adaptive audio watermarking schemes
based on complex cepstrum transform (CCT) domain features. In first scheme (Scheme-
I), each audio segment is divided into two subsets having approximately same statistical
mean value using down-sampling method. Since the human auditory system (HAS) is not
much sensitive to the minute change of the wavelet high-frequency components, first level
discrete wavelet transform (DWT) detail coefficients subbands of both subsets are used
for embedding. Watermark is embedded by changing slightly the difference between the
mean values (Mdiff ) of insignificant CCT coefficients of these subsets in order to guar-
antee minimal perceptual distortion. The offset value by which mean is modified is made
adaptive to the local energies of the audio frames in order to increase the audio quality
further. In order to enhance the payload capacity, we propose an alternate audio wa-
termarking scheme (Scheme-II) where watermark is embedded by deciding the transition
of Mdiff value from one frame to another frame in two successive frames. In contrast
to previous works, instead of embedding one bit per frame, Scheme-II can embed three
bits per two frames. Thus 33.33% increase in embedding capacity is achieved. As ampli-
tude scaling in time domain does not affect selected insignificant CCT coefficients, strong
invariance towards amplitude scaling attacks is also proved theoretically. Experimental
results reveal that the proposed watermarking schemes maintain high audio quality and
are simultaneously robust to general attacks like MP3 compression, amplitude scaling,
filtering, re-sampling, re-quantization etc.
Keywords: Audio watermarking, Cepstral Feature, Digital Rights Management, Dis-
crete Wavelet Transform, Complex Cepstrum Domain, Blind.
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1. Introduction. Due to outstanding progress of digital audio technology, ease of repro-
ducing and retransmitting digital audio has been greatly facilitated. Hence there is a need
for the protection and enforcement of intellectual property rights for digital media. Digital
watermarking is one of the promising ways to meet this requirement. The primary objec-
tive of digital watermarking is to hide the copyright information (e.g. owners/company
name, logo etc.) into a multimedia object, without disturbing the perceivable quality of
the content [1]. Watermarking of audio signals is more challenging compared to the water-
marking of images or video sequences due to wider dynamic range of the human auditory
system (HAS) in comparison with the human visual system (HVS). Two properties of the
HAS dominantly used in audio watermarking algorithms which are frequency masking
and temporal masking. According to the International Federation of the Phonographic
Industry (IFPI) [2], Signal to Noise Ratio (SNR) of watermarked audio signal should be
always greater than 20 dB. The embedded watermarks should not be removed or degraded
using common audio processing techniques. The watermark embedding process should be
faster, so that integrated watermarking functionality can be enabled in the delivery of an
audio over a network. Also it should support fast watermark detection in order to authen-
ticate audio objects, delivered over the networks. According to the IFPI [2], there should
be more than 20 bits per second (bps) data payload for watermark. As these requirements
are conflicting to each other, they present great challenges in designing watermarking sys-
tem. Existing audio watermarking techniques are broadly categorized into time domain
and transform domain techniques [3]. Time domain techniques [4] are simple to realize,
but they are less robust compared to transform domain techniques [5, 6, 7, 8, 9, 10, 11, 12]
like discrete wavelet transform (DWT), discrete Fourier transform (DFT), discrete cosine
transform (DCT), Real/Complex Cepstrum Transform [6, 7, 8, 9, 10, 11, 12, 13] etc.

The cepstrum domain analysis is used commonly in speech analysis and recognition
research. In speech recognition, the cepstral coefficients are regarded as the main features
of voice. The cepstral coefficients vary less after general signal processing attacks than
samples in time domain. This feature can be used to preserve the watermark informa-
tion in case of attacks. In recent years, a number of efforts are made to take advantage
of cepstrum domain features for audio watermarking. S.K. Lee [6] introduced a spread
spectrum technique to insert a watermark into the cepstral component of the audio signal
in non blind manner i.e. an original audio is required for extraction of the watermark at
receiver side. As all CCT coefficients are modified in this case thus limiting the perceptual
quality of watermarked audio. X. Li [7] embedded data using statistical mean manipula-
tion (SMM) of selected cepstrum coefficients. But the embedding capacity is found lesser.
Ching-Tang Hsieh [8] applied a method to combine an energy-feature basis idea in time
domain to solve the synchronization problem and achieved blind audio watermarking in
cepstrum domain. In this scheme, the embedding capacity mentioned is low i.e. 15bps
with the fixed frame size of 2048. Tang Xianghong et. al. [9] embedded watermark into
CCT components of important approximation coefficients in 3rd or 4th level wavelet trans-
form in order to get better tradeoff between imperceptibility and robustness. But here the
watermark extraction process needs the original audio. Vivekananda Bhat [10] proposed
blind algorithm that embeds the watermark data into original audio signal using mean
quantization of cepstrum coefficients. But in this scheme, as all cepstrum coefficients are
modified, this affects SNR of watermarked audio greatly. Xiaoming Zhang [11] developed
an audio watermarking algorithm using statistical mean modification of CCT coefficients
of the low-frequency wavelet coefficients. Here, the time complexity of the scheme is found
more due to 7th level DWT decomposition. Also embedding in several DWT subbands af-
fects the SNR i.e. perceptual quality of watermarked audio. Chengzhong Yang et al. [12]
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proposed a robust watermarking based on DCT and complex cepstrum. Here after apply-
ing DCT followed by CCT to selected frames (having absolute DCT mean value greater
than predefined threshold), each CCT coefficients of frame is modified in order to quantize
the mean value to embed watermark. Though robustness of scheme is increased, SNR
is affected greatly. Further after attacks the absolute DCT mean value may get affected
leading to false selection of the frames and thus leading to more Bit Error Rate (BER) in
extracted watermark. The embedding bit rate mentioned in [12] is 2.5bps i.e. very low
compared to other works. In [13], H. T. Hu et al. presented two different cepstrum-based
schemes to achieve blind audio watermarking via the mean-value manipulation. Though
the detection rates are high, but using the audio frame size of 2205 samples restricts
the embedding capacity. Also as more than 90% of CCT coefficients in each frame are
modified in order to embed watermark, this can affect the perceptual quality of an audio
more. All the above mentioned schemes only focus on embedding one bit per frame based
on the modification of cepstral feature i.e. mean of CCT coefficients of that frame. This
approach restricts the embedding payload. Instead, we can effectively utilize the transi-
tion of this cepstral feature from one frame to another frame for embedding in order to
achieve high embedding rate.

The audio watermarking schemes proposed here aims to ensure minimal perceptual
distortion while retaining high robustness against different attacks along with high em-
bedding capacity. The key features of our schemes are: (1) Each audio segment is divided
into two subsets (A and B) containing odd and even audio sample values using down-
sampling method. Due to slow time varying feature of an audio signal, the down-sampling
method can guarantee that both the audio subsets will have approximately same mean
value. (2) Watermark is embedded by changing local mean value of insignificant CCT co-
efficients of these two subsets relative to each other. Here CCT is applied to DWT detail
sub-bands of both subsets in order to retain high imperceptibility. (3) The offset value by
which mean is modified is selected adaptively using the local energies of the audio frames
in order to increase the audio quality. The minimum and maximum offset values decided
ensure robustness against attacks. (4) Further to improve the transparency of the digital
watermark, the watermark is embedded by modifying few insignificant CCT coefficients
only. (5) In Scheme-I, the difference between the mean values (Mdiff ) of CCT coefficients
of A and B subsets represents the embedded watermark. In Scheme-II, the transition of
Mdiff value from one frame to another frame in two successive frames is used to embed
the watermark in order to increase embedding capacity without affecting imperceptibil-
ity. In contrast to previous works [6, 7, 8, 9, 10, 11, 12, 13], our algorithm can embed
three bits per two frames. Thus 33.33% increase in embedding capacity is achieved. (6)
In order to resist synchronization attack effectively watermark is embedded along with
synchronization codes. Also Arnold encryption is applied on watermark to increase the
secrecy of embedded watermark. (7) Both watermarking schemes are blind i.e. they do
not require the use of the original signal for watermark detection. (8) As in our schemes,
the relationship between the mean values of CCT coefficients of the subsets represent the
embedded watermark bits; this makes our scheme highly invariant to various attacks.

The outline of the paper is as follows. Section 2 provides the outline of the proposed
audio watermarking Scheme-I based cepstral feature. Section 3 illustrates the modified
proposed audio watermarking Scheme-II based on transition of cepstral feature in con-
secutive frames to increase the embedding capacity. Experimental results are compared
with the results of previous work in Section 4 followed by the conclusion in Section 5.

2. Proposed Scheme-I. The proposed scheme consists of watermark processing stage
and audio processing stage as shown in Figure 1.
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Figure 1. Proposed Audio Watermarking Scheme-I: based on Mdiff cep-
stral feature

The detailed procedure in case of watermark embedding process is as follows,

2.1. Watermark Embedding Process. Step 1: In watermark processing stage, the
binary logo image {B = b(i, j); b(i, j) ∈ {0, 1}, 0 < i ≤ m, 0 < j ≤ n} is first permuted by
the Arnold Transform [14] in order to enhance the security of the system.

Step 2: The resulting watermark is then converted into one dimensional bit stream
and 16 bit Barker code is added as synchronization code in the bit stream to avoid
false synchronization. Use of Barker code for synchronization in audio watermarking
resists cropping and shifting attacks [5]. Hence in our scheme we use these codes for
synchronization. Barker codes are the subsets of Pseudo-random Noise sequences. They
have low correlation side lobes. A correlation side lobe is the correlation of a codeword
with a time shifted version of itself. The correlation side lobe Ck for a k symbol shift of
an N bit code sequence (x(1), x(2), ..., x(N)) is given by (1),

Ck =
N−k∑
j=1

x(j)x(j + k) (1)

where x(j) is an individual code symbol taking values +1 or -1 for j = 1, 2, .., N . Low
correlation side lobes make barker codes a good choice for synchronization codes. Let final
watermark bit stream be W = {w(i)|w(i) ∈ (0, 1), 0 < i ≤ Lw} where Lw = (m ∗ n+ 16)
is the length of final processed watermark bit stream.

Step 3: In audio processing stage, the original host audio is first segmented into non-
overlapping audio frames of size L = 512 samples. For convenience, we take L as an even
number. If X = (x(1), x(2), ..., x(N)) denotes the original audio .wav signal having size
N where, x(i) ∈ (−1.0,+1.0) are respective sample values normalized in the given range,
then the audio segments are given as,

Yk = (x(L(k − 1) + 1), x(L(k − 1) + 2), ..., x(Lk)) (2)

where k = 1, 2, ..., Ns and Ns= total number of audio segments = N
L

. The audio signal
is padded with 0ś if necessary. The embedding capacity also depends on this Ns, as each
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frame can embed one bit of watermark.

Step 4: Each audio segment Yk is further divided into two different subsets Y A
k =

{Yk(1), Yk(3), ..., Yk(L−1)} and Y B
k = {Yk(2), Yk(4), ..., Yk(L)} using down-sampling method

as shown in Figure 2. In signal processing, downsampling is the process of reducing the
sampling rate of a signal. This is usually done to reduce the data rate or the size of
the data. If M denote the down-sampling factor then reduce the data by picking out
every M th sample: h(k) = g(Mk) . Here M = 2 is choosen such that Y A

k contains all
odd samples and Y B

k contains all even samples. Thus each subset has L
2

samples. Due
to slow time varying feature of an audio signal, neighbouring sample values have very
small difference. Hence, both subsets will have approximately same statistical features
i.e., Yk(i − 1) ≈ Yk(i), i = 1, 2, ..., L

2
. This feature can be used effectively to embed

watermark by changing the value of mean of both subsets relative to each other slightly
without degrading the quality of watermarked audio.

Figure 2. Odd and Even audio segment subsets

Step 5: Apply Single-level discrete 1-D wavelet transform to each subset. DWT which
has excellent spatio-frequency localization properties is well-suited for multi-resolution
analysis. It decomposes the host audio signal into several multi-resolution sub-bands. Let
LA, LB be corresponding approximation coefficients and HA, HB be corresponding detail
coefficients of Y A

k and Y B
k respectively as shown in Figure 3. Here approximation coef-

ficients represents the low frequency components of corresponding audio signal subsets
while detail coefficients represents the high frequency components of corresponding audio
signal subsets. Since HAS is not much sensitive to the minute change of the wavelet high-
frequency components and the coefficients of the high frequency component are smaller,
so we can select detail coefficients subbands representing high frequencies i.e. HA and
HB for embedding the watermarks.

Step 6: Apply CCT on detail coefficients subbands HA and HB as shown in Figure
4. Let CA

k = {cAk (j)|j = 1, 2, ..., L
4
} represents CCT coefficients of detail subband HA of
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Figure 3. Approximation and detail coefficients of subset A and B

Y A
k and CB

k = {cBk (j)|j = 1, 2, ..., L
4
} represents CCT coefficients of detail subband HB

of Y B
k . Here, the cepstral coefficients are generally uncorrelated and experimental studies

have shown that statistical mean of the cepstrum coefficients exhibits less variance than
the original audio signals in the presence of common signal processing attacks. High-
order cepstra are numerically quite small as shown by typical distribution of the complex
cepstrum in Figure 4.

Figure 4. Distribution of the complex cepstrum coefficients of detail sub-
bands of subset A and B
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The complex cepstrum for a sequence x(pT ) is calculated by first finding the complex
natural logarithm of the Fourier transform of sequence x(pT ) and then applying the

inverse Fourier transform to the resultant. Let F (x)k =
∑N−1

p=0 x(pT )exp(2Πjpk
N

), 0 ≤
k ≤ N − 1 denote N point discrete Fourier transform (DFT) of signal x(pT ) sampled
at every T = 1

N
seconds, for an integer N , then the inverse DFT is given by G(x)k =

1
N

∑N−1
p=0 F (x)pexp(

−2Πjpk
N

), 0 ≤ k ≤ N − 1 .
If log denotes logarithm to the base e, then, cepstrum for a sequence x is calculated as,

C(x)k = real(G(log(abs(F (x)k)))), 0 ≤ k ≤ N − 1 (3)

As complex cepstrum holds information about magnitude and phase of the initial spec-
trum, this allows the reconstruction of the signal. It can be seen that, if the detail subband
size=128 then index of c(n) ranges from 1 to 128 with center at 64. Here, large cepstrum
coefficients are mostly perceptually significant and are not used in embedding process in
order to achieve imperceptibility. The mean of center region {l1, ..., l2} containing total
of t = (l2 − l1 + 1) CCT coefficients, is very less in case of l1 = 55, l2 = 74, thus t = 20.
This region contains perceptually nonsignificant components hence can be used for em-
bedding watermark by modifying mean relative to each other. Here as only 15% of total
CCT coefficients in insignificant band are affected, this retains quality of watermarked
audio along with providing good robustness due to attack invariant feature of cepstrum
domain. As t i.e., total number of center region insignificant CCT coefficients selected for
embedding increases, robustness againsnt 64kbps MP3 attack increases at the cost of SNR.
For t = 20 , the bit error ratio (BER) is found to be less than 1.0% with SNR above 40dB.

Step 7: For kth frame, let MAk
= 1

(l2−l1+1)

∑l2
i=l1

cAk (i) and MBk
= 1

(l2−l1+1)

∑l2
i=l1

cBk (i)

be the mean of respective center regions of subbands CA
k ,CB

k respectively. The cepstral
feature Mdiff representing the difference between the cepstral mean values of subset A
and B is given as,

Mdiffk = MAk
−MBk

(4)

Watermark bit is embedded according to following rules,

a)For each audio frame, only one watermark bit is embedded. The watermark bit ’1’
and ’0’ is embedded by changing the relationship between the mean values such that
MAk

> MBk
or MAk

< MBk
.

b)To embed a watermark bit=’0’, change the mean relative to each other to make MAk

lesser than MBk
i.e. Mdiffk < 0 as follows,

If MAk
> MBk

,

{
ĉAk (i) = cAk (i)− |Mdiffk

|
2
− δk

ĉBk (i) = cBk (i) +
|Mdiffk

|
2

+ δk, l1 ≤ i ≤ l2

If MAk
≤MBk

,

{
ĉAk (i) = cAk (i) +

|Mdiffk
|

2
− δk

ĉBk (i) = cBk (i)− |Mdiffk
|

2
+ δk, l1 ≤ i ≤ l2

(5)

c)To embed a watermark bit=’1’, change the mean relative to each other to make MAk

greater than MBk
i.e. Mdiffk > 0 as follows,
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If MAk
< MBk

,

{
ĉAk (i) = cAk (i) +

|Mdiffk
|

2
+ δk

ĉBk (i) = cBk (i)− |Mdiffk
|

2
− δk, l1 ≤ i ≤ l2

If MAk
≥MBk

,

{
ĉAk (i) = cAk (i)− |Mdiffk

|
2

+ δk

ĉBk (i) = cBk (i) +
|Mdiffk

|
2
− δk, l1 ≤ i ≤ l2

(6)

Note that,|M̂diffk | = |M̂Ak
− M̂Bk

| = 2 ∗ δk in all cases. This aids in detecting the
watermark correctly at receiver.

d)Here δk is offset value added/deleted in order to manipulate mean of detail subband.
It also represents the embedding strength. The value of δk can be made adaptive to the
local energies of different audio frames. According to the HAS property, relatively large
aberrance in the high energy audio frame is inaudible, so we may select relatively large
offset value. For an audio frame of size L samples, let Ek =

∑L
i=1 xk(i) denote energy of

the kth frame, then offset value δk required for kth frame is given as,

δk = max(min(α× Ek, δM), δm) (7)

where α indicates the scaling factor and here α = 1.0 is chosen. The bound on min
and max values of δ are represented by δm and δM respectively. Here δm = 0.03 and
δM = 0.06 is chosen. Thus selection of δk is made automated depending upon the energy
of the frame. Here, higher δk can be chosen for audio frames having higher energy to
embed watermark bit effectively in more robust manner without sacrificing any imper-
ceptibility. However in remaining cases, smaller δk has to be chosen in order to retain
transparency of the embedded watermark.

Step 8: Reconstruction: Reconstruction of a watermarked audio is achieved by apply-
ing first Inverse CCT followed by the Inverse DWT to get the modified subsets Ŷ A

k =

{Ŷk(1), Ŷk(3), ..., Ŷk(L − 1)} and Ŷ B
k = {Ŷk(2), Ŷk(4), ..., Ŷk(L)} . Combine these em-

bedded odd and even samples subset to reconstruct the final embedded audio frame
Ŷk = {Ŷk(1), Ŷk(2), ..., Ŷk(L − 1), Ŷk(L)}. Reconstruct watermarked audio Ŷk(n) by com-
bining all frames. The Signal to Noise Ratio (SNR) of this watermarked audio with
respect to the original audio signal is calculated. The experimental results show that
after embedding the 1024 bits of watermark the stego audio gives SNR value more than
35dB.

2.2. Watermark Detection Process. The extraction algorithm consists of all the audio
processing steps which are carried out at the time of embedding (see Figure 1). First stego

audio signal Ŷk(n) is segmented into non-overlapping frames of size L samples each. Then

each audio segment is divided into two different subsets Ŷ A
k = {Ŷk(1), Ŷk(3), ..., Ŷk(L−1)}

and Ŷ B
k = {Ŷk(2), Ŷk(4), ..., Ŷk(L)} containing odd and even audio samples using down-

sampling method given in Equation (3). Apply DWT to each subset to get approximation
and detail coefficient subbands. Apply CCT to detail coefficient subbands of both subsets.

Calculate mean M̂Ak
and M̂Bk

of respective center regions of detail coefficient subbands of
both subsets. Figure 5 shows the histogram of Mdiffk before embedding, after embedding
and after the MP3 attack on watermarked signal. Mdiffk is forced to be positive, when
bit ’1’ is embedded and Mdiffk is forced to be negative, when bit ’0’ is embedded.

Extract the embedded bit stream containing both synchronization codes and watermark
according to following rules,
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Figure 5. Scheme-I: Cepstral feature Mdiff Distribution for original, wa-
termarked and attacked audio signal

ŵ =

{
0 M̂Ak

< M̂Bk

1 M̂Ak
> M̂Bk

(8)

In this way, we can extract the watermark bits. Once all the bits are extracted, the
watermark logo image {B̂ = b̂(i, j); b̂(i, j) ∈ {0, 1}, 0 < i ≤ m, 0 < j ≤ n} can be recon-
structed by first detecting the synchronization codes. The original audio is not required in
the extraction process and thus the proposed algorithm is blind. The distortion caused is
not perceptually audible as only few CCT coefficients are modified. Experimental results
show that the offset values δm = 0.03 and δM = 0.06 are sufficient to provide good trade-
off between robustness and imperceptibility. For the stereo audio signals, dual-channel
signals are available for watermarking, while in case of a mono audio signals; only one
single-channel signal is available for watermarking.

3. Proposed Scheme-II. The proposed Scheme-I discussed in section 2 is modified by
simultaneously considering the cepstral features of two consecutive frames in order to
achieve high embedding payload. Here all the steps upto step 6 from previous proposed
scheme-I are carried out as it is. Here, only the embedding rules are modified. Let δ be
a positive offset and each kth embedded frame be in one of three unique states defined as
below,

(S1) : Mdiff = −2× δ
(S2) : Mdiff = 2× δ
(S3) : Mdiff = 0

(9)

The transition of Mdiff value from one frame to another frame in two successive frames
can be used for embedding as shown in Figure 6. Here each transition reflects the change
of Mdiff value from one state to another state. S1 can be achieved by any frame using
Equation (5) while S2 can be achieved using Equation (6). The offset value δ required for
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achieving S1 and S2 can be made adaptive to the local energies of different audio frames
using Equation (7).

Figure 6. Transition of Mdiff value

To achieve State S3, modify the mean values as,

If MAk
< MBk

,

{
ĉAk (i) = cAk (i) +

|Mdiffk
|

2

ĉBk (i) = cBk (i)− |Mdiffk
|

2
, l1 ≤ i ≤ l2

If MAk
> MBk

,

{
ĉAk (i) = cAk (i)− |Mdiffk

|
2

ĉBk (i) = cBk (i) +
|Mdiffk

|
2

, l1 ≤ i ≤ l2

(10)

The state transitions from current frame (say kth frame) to next frame (say (k + 1)th

frame) can be effectively used to encode three bits of the watermark. Thus watermark is
embedded by modifying cepstral features of consecutive frames using the following rules
explained in Table 1.

Table 1. Watermark encoding based on Mdiff transition

Watermark-3 bits
Transition

Current Frame State Next Frame State
(k)th (k + 1)th

[000] S1 S1
[001] S1 S2
[010] S1 S3
[011] S2 S1
[100] S2 S2
[101] S2 S3
[110] S3 S1
[111] S3 S2

Thus now instead of embedding one watermark bit per frame, we can embed 3 bits of
watermark in each two successive frames. Thus 33.33% increase in embedding capacity is
achieved for the increased watermarked audio quality and equal robustness as per previous
scheme-I. Figure 7 shows the histogram of Mdiff before embedding, after embedding and
after the MP3 attack on watermarked signal. Mdiff is forced to be negative for achieving
state S1, Mdiff is forced to be positive for achieving state S2, and Mdiff is forced to be
zero for achieving state S3.

From this distribution, we can see that the S3 reflects the non-embedded section or
part of original audio only by default. During simulation it is found that, state S3 gets
affected more due to severe attacks. Hence the transition (S3, S3) is avoided in encoding
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Figure 7. Scheme-II: Cepstral feature Mdiff Distribution for original, wa-
termarked and attacked audio signal

the watermark bits (see Table 1). After carrying different attacks, it is found that a
threshold (τ) of 0.015 is able to detect state of kth frame using Equation (11),

Ŝk =


S1 Mdiff < −τ
S2 Mdiff > +τ

S3 |Mdiff | < τ

(11)

During watermark extraction, first the state of each frame is decided based on above
Equation (11) and using the rules in Table 1, watermark is extracted or decoded. For
example, if kth frame is in state S1 and (k + 1)th frame is in the state S2 then according
to Table 1, three bits of watermark containing value=[001] is extracted. Then next set of
two frames i.e. (k + 2)th frame and (k + 3)th frames are considered to extract next 3 bits
of watermark, by determining their respective states and so on.

4. Experimental results.

4.1. Experimental setup. To assess the performance of the proposed audio watermark-
ing scheme, several experiments are carried out on different types of 250 mono audio sig-
nals of length 20 seconds each. These CD Quality audio signals are sampled at sampling
rate 44.1 KHz with 16 bit resolution. These audio signals are categorized into following
categories; the rock music (denoted by A1) that has very high signal energy, classical mu-
sic (denoted by A2) and speech signal (denoted by A3) that has moderate signal energy
(see Figure 8).

The ownership information is represented by a 32x32 binary logo image as shown in
Figure 9. The logo image is first permuted using Arnold Transform and converted into a
one dimensional bit stream of 1’s and 0’s. 16 bit synchronization code (1111100110101110)
is also added in to the stream. The min and max offset values δm = 0.03 and δM = 0.06
are sufficient to provide good tradeoff between robustness and imperceptibility for all
different types of selected audio files.
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Figure 8. Original audio signals (a) Rock music (b) classical music and
(c) speech signal

Figure 9. 32x32 binary logo watermark image

The data payload (D) refers to the number of bits that are embedded into the audio
signal within a unit of time. It is measured in the unit of bps (bits per second). If the
sampling rate of an audio signal is F (measured in Hz), the frame size is Fs (i.e. number
of samples per frame) and the number of bits embedded per frame is Nb, then the data
payload of the proposed scheme is given as,

D =
F

Fs

×Nb (bps) (12)

In proposed scheme-I, for a frame containing 512 samples, the estimated data payload
is 86.13 bps as Nb = 1.0. While in case of proposed scheme-II, for a frame containing 512
samples, the estimated data payload is 129.19 bps as Nb = 1.5, as two bits are embedded
per two frames. It needs an audio section about 12.07 seconds in order to embed a 16 bit
synchronization code along with a 32x32 binary watermark in proposed scheme-I, while
it needs an audio section of 8.05 seconds only to embed same data in proposed scheme-II.
Thus there is an 33.33% increase in the data payload without affecting perceptual quality
of an audio.

4.2. Perceptual Quality Measures. To measure imperceptibility, we use both signal-
to-noise ratio (SNR) and segmental SNR (SegSNR) as an objective measure. SNR is
based on the difference between the undistorted original audio signal and the distorted
watermarked audio signal. If A corresponds to the original audio signal, and Á corresponds
to the watermarked audio signal then, SNR is given as,

SNR = 10log10

( ∑
nA

2
n∑

n(An − Án)2

)
dB (13)

where n=total length of audio signal. The average SNRs of watermarked audio calcu-
lated are 37.18dB for A1, 37.69dB for A2 and 38.99dB for A3. The SNR is calculated
only on the portion of an audio signal, where actual watermark bits are embedded.



598 S. V. Dhavale, R. S. Deodhar, D. Pradhan, and L. M. Patnaik

SegSNR is defined as the average of the SNR values of short audio frames of watermarked
audio signal. If Nf is total number of watermarked audio frames and r is number of
samples in each audio frame then SegSNR is given as,

SegSNR =
10

Nf

Nf−1∑
i=0

log10

( ∑r
j=1A

2
n(j)∑r

n(An(j)− Án(j))2

)
dB (14)

The SegSNRs of watermarked audio calculated are 39.66dB for A1, 41.02dB for A2
and 40.52dB for A3. In our scheme as only few CCT coefficients gets modified here, this
does not affect the segmental energy. Hence no rescaling of embedded audio samples is
required as suggested in [13]. During simulations, the difference between the segmental
energies of original and embedded audio frames is found to be almost zero.

4.3. Robustness Test. Both normalized correlation (NC) and bit error rate (BER)
between the original watermark and the extracted watermark are used as an objective
measure for the robustness and calculated using following equations;

NC =

∑m
i=0

∑n
j=0w(i, j)ŵ(i, j)√∑m

i=0

∑n
j=0 |w(i, j)|2

√∑m
i=0

∑n
j=0 |ŵ(i, j)|2

(15)

where w(i, j) is an original watermark and ŵ(i, j) is the extracted watermark.

BER =
Number of bits in error

Total number of bits
× 100 % (16)

The proposed algorithm gives moderate SNR values along with good amount of em-
bedding capacity and lower bit error rates. The NC values are always above 0.9 for most
of the common audio processing attacks. The center region {55, ..., 74} containing total
t = 20 CCT coefficients, is found sufficient to retain quality of watermarked audio along
with providing good robustness against different attacks. As t increases, robustness NC
increases at the cost of SNR. For most of the audios, bit error ratio (BER) is found to be
less than 1.0% with SNR above 40dB for t = 20.
In order to assess the robustness of the proposed watermarking schemes, the watermarked
audio signal is subjected to several standard audio processing attacks like,
Resampling: Here, original watermarked audio is downsampled to 22.05KHz and again
upsampled back to 44.1KHz i.e. original sampling rate.
Requantization: Here, 16 bit original watermarked audio is quantized to 8 bit.
AWGN: White Gaussian noise with 15dB SNR per sample is added to original water-
marked audio.
MPEG compression: Original watermarked audio is coded/decoded using mp3 com-
pression algorithm at various bit rate like 224Kbps,160Kbps, 112Kbps, 64Kbos,56Kbps
etc.
Low pass filtering: 6th order Butterworth Low pass filter is applied to original water-
marked audio with different cutoff frequencies.
Amplitude Scaling: Here amplitude of all sample values of original watermarked audio
is increased by 10% or 20%.
The results are summarized in Table 2. From the results, it can be seen that the proposed
audio watermarking Scheme-I is more robust compared to proposed audio watermarking
Scheme-II for most of the common audio processing attacks. But the SNR and embed-
ding payload of Scheme-II is higher compared to scheme I. Hence depending upon the
application requirement, schemes can be selected. For achieving more payload, Scheme-II
can be better option while for achieving more robustness, Scheme-I can be better option.
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Table 2. NC, BER and SNR values along with corresponding extracted
watermarks for various attacks

Algorithm Proposed Scheme-I Proposed Scheme-II

Attack BER(%) NC(%) Watermark SNR(dB) BER(%) NC(%) Watermark SNR(dB)

No attack 0.00 1.00 40.44 0.00 1.00 52.90

awgn-40dB 0.78 0.98 37.63 8.59 0.80 40.44

awgn-30dB 10.13 0.86 25.54 14.94 0.67 25.54

Resampling(22.05 kHz) 2.24 0.98 21.62 14.35 0.71 21.64

awgn-40dB+ 1.07 0.98 37.63 15.37 0.69 21.58
Resampling-22.05kHz

Requantization(8bit) 0.00 1.00 38.60 6.05 0.86 42.51

Requantization(24bit) 0.00 1.00 40.44 0.00 1.00 52.90

LPF(35.00 kHz) 0.59 0.99 23.51 7.75 0.84 23.58

LPF(30.00 kHz) 5.01 0.88 14.59 7.81 0.82 12.32

MP3-224 kbps 0.00 1.00 31.69 0.19 0.99 32.21

MP3-160 kbps 0.00 1.00 21.16 0.19 0.99 21.19

MP3-112 kbps 0.00 1.00 17.66 1.56 0.96 17.64

MP3-64 kbps 0.09 0.98 15.37 7.03 0.84 15.38

Amplitude(10%) 0.00 1.00 20.10 0.00 1.00 20.15

Amplitude(50%) 0.00 1.00 6.16 0.00 1.00 6.16

The performance of the proposed schemes are also compared with the other cepstrum
based watermarking algorithms proposed by Bhat et al. 2008 [10], Zhang et al. 2009 [11]
and Hu et al. 2012 [13] and the results are summarized in Table 3. In the scheme proposed
in [10], as all cepstrum coefficients are modified this affects SNR of watermarked audio
greatly. In [11], besides having very low embedding capacity, using 7th level DWT with
CCT increases complexity of the system. While in [13], using the audio frame size of
2205 samples restricts the embedding capacity and as more than 90% of CCT coefficients
are used for embedding, this affects SNR of watermarked audio. Compared to these
algorithms, our schemes give higher SNR, good payload along with the equal robustness
against mp3 attacks for all three kinds of audio signals. Also our schemes exhibit simplicity
in design and implementation.

Table 3. Algorithm Comparison

Algorithm Domain Syncronization

Rock Classical Speech

SNR NC SNR NC SNR NC Payload
(dB) NC (dB) NC (dB) NC (bps)

Our Scheme-I 1stLevel DWT+CCT Yes 37.18 0.99 37.69 0.99 38.99 0.99 86.13

Our Scheme-II 1stLevel DWT+CCT Yes 39.22 0.96 39.99 0.96 40.22 0.95 129.19

[10] Real CT No 20.01 0.95 25.91 0.98 30.06 0.91 43.06

[11] 7thLevel DWT+CCT No 36.39 0.98 32.26 0.98 25.71 0.99 2.5

[13] Real CT Yes 20.13 0.72 22.72 0.91 25.96 0.92 21.53

4.4. AWGN attack analysis. Figure 10 shows the robustness of the system against
AWGN attack with different standard deviations σ = 0.005 to 0.05 and mean = 0 for
different audios. With increase in standard deviation of AWGN noise, both NC and
SNR values of speech drops more rapidly compared to music signals.
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Figure 10. Scheme-I: Result of AWGN Attack on NC values

Watermark detection can be considered as a communication related problem requiring
reliable transmission and detection of a watermark signal through a noisy channel. Thus,
the watermark detection problem can be formulated as a hypothesis test where,

H0 : Audio Signal does not contain watermark
H1 : Audio Signal contains watermark

H0 being the null hypothesis states that received signal is not watermarked and the
alternate hypothesis H1 states that received signal is watermarked, respectively.
The problem of hypothesis testing is to decide whether the statistic extracted from re-
ceived signal supports alternate hypothesis. Due to noisy communication channels, usu-
ally it is not possible to separate all watermarked and un-watermarked audios perfectly.
There is a small probability pFP of accepting H1 when H0 is true (false positive) and a
small probability pFN of accepting H0 when it is false (false negative).
For the AWGN channel, e(n) is Gaussian random process and statistically independent
from embedded watermark w(n). The normalized cross-correlation (NC) between the
original watermark and the extracted watermark given in Equation (16) can be used as
test statistic.

The distribution of NC under the hypothesis H0 and H1 is estimated using simulations.
For a rock music audio, under the hypothesis H0, we simulated 1000 AWGN patterns with
standard deviation varying from 0.0 to 0.05, and constructed the received signal in each
case. Then statistic NC was evaluated for each of them. The distribution NC is shown in
Figure 11 and is observed to be approximately normal with mean 0.1073 with variance of
1.1107e-04. On the other hand, under the hypothesis H1, we embedded watermark into the
rock audio and we subsequently applied the detection process after simulating awgn attack
with different standard deviations σ = 0.005 to 0.05 and mean = 0. The distribution of
NC in this case is shown in Figure 11 and has mean = 0.9225 with variance = 0.0053.
The value of NC computed for extracted watermark can be compared with the acceptance
threshold T = 0.5 in order to detect if received signal is watermarked or not. Both the
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Figure 11. Distributions of the NC under the H0 and H1 for rock audio

probability of false positive pFP and the probability of false negative pFP found to be
having zero value as both NC distributions are well separated.

4.5. Amplitude Scaling Attack Invariance. Referring to the definition of cepstrum
mentioned in Equation (3), for any constant amplitude scaling factor λ, C(λx)k = C(x)k
where k > 0. This means multiplication of the function x(t) by a constant i.e. amplitude
scaling in time domain will affect the C(0) coefficient value in cepstrum domain only and
not other insignificant CCT coefficients. In our case, C(0) term is ignored during em-
bedding and watermark is embedded by modifying mean of insignificant CCT coefficients
only. This makes our proposed schemes invariant to amplitude scaling attacks.

5. Conclusions. In this article, we have proposed two blind adaptive audio watermark-
ing schemes based on cepstral features. Minimal perceptual distortion is ensured using
different strategies. In first scheme, few insignificant CCT coefficients of first level DWT
detail subbands of downsampled subsets of each frame are modified to improve the trans-
parency of the digital watermark. Further, CCT coefficients are modified adaptively
according to the audio frame local energy to improve the performance. Simulation results
show that the proposed scheme is more robust with high imperceptibility. This scheme is
further modified to increase the payload capacity by embedding three bits per two frames.
Thus the embedding capacity is improved by 33.33%. It is observed that in the modified
scheme, the increase in embedding capacity is accompanied by improvement in impercep-
tibility and a slight degradation in robustness. However both the schemes perform better
than the other cepstrum based audio watermarking schemes for various types of audio
signals.
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