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Abstract. This study proposes a novel bacterial foraging swarm-based intelligent al-
gorithm called the bacterial foraging particle swarm optimization (BFPSO) algorithm
to design vector quantization (VQ)-based fuzzy-image compression systems. It improves
compressed image quality when processing many image patterns. The BFPSO algorithm
is an efficient evolutionary learning algorithm that manages complex global optimal code-
book generation problems. The BFPSO algorithm combines bacterial foraging optimiza-
tion (BFO) behavior with a particle swarm optimization (PSO) learning scheme to obtain
fast convergence and self-adaptive learning benefits. The evolutionary BFPSO algorithm
automatically designs appropriate parameters for fuzzy-VQ-based systems using a proper
codebook selection machine. Computer simulation results of nonlinear image compression
applications demonstrate the efficiency of the BFPSO learning algorithm. The differences
between the proposed BFPSO learning scheme and the BFO- and LBG-based VQ learning
methods demonstrate the superior image results produced by the proposed algorithm.
Keywords: Vector quantization, Fuzzy logic, Image compression systems, Bacterial
foraging particle swarm optimization, Evolutionary learning algorithm.

1. Introduction. Vector quantization (VQ) image compression technology is important
for establishing a significant codebook to represent features of large amounts of image data.
It improves transmission and storage speeds of multimedia, video, medical diagnosis, and
interpretation systems [7]. The VQ concept is an efficient data-encoding and -decoding
method that has been widely used to develop several image compression application ser-
vices [1-3, 11]. Codebook generation is a data-clustering process where training vectors
are classified into specific code words based on the minimization of average distortion
between training vectors and codebook vectors. In the data-encoding phase, determining
the selected optimal codebook characterizes the whole image. Similar to the encoding
phase, the VQ decoding process assigns a smaller, but proper, codebook to the related
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code vector index, which represents the whole original image well. The selected optimal
codebook preserves the highest possible fidelity, that is, the smaller compressed image
is the least distorted from the original image. Therefore, the compression rate must be
as high as possible. If the codebook is much smaller than the original image data, a
high image compression rate has been achieved. The smallest data set to be computed
determines the rate of compression. This reduces the memory required and decreases the
transmitted load of the channel bandwidth.
The main problem with image compression applications is that they must perform at

the highest compression rate while achieving perfect recoverable images. To achieve these
two goals, a VQ-based image compression system is used to extract the optimal codebook.
K-means, such as Generalized Lloyd-type clustering algorithms, are a popular method of
generating realizable codebooks. However, the gradient descent-type learning methodol-
ogy is sensitive to the effect of initial parameter settings. The Generalized Lloyd-type
learning scheme, called an LBG algorithm [18-19], is a recognized method of establishing
a desired codebook. To execute an LBG learning scheme, let one codebook contain M
code vectors for random selection in the initial condition. The Euclidean norm metric is
then iteratively exploited to yield the appropriate codebook, which minimizes the average
distortion between training image patterns and code vectors. The Euclidean norm metric
and gradient descent-based iterative learning scheme of an LBG algorithm cannot con-
tain global adaptive search capabilities. Its results are likely to stop at the local optimal
solution. Generally, the hard-level measure-based LBG algorithm only accounts for point-
to-point mapping to encode an image vector into one crisp code vector. Such LBG-based
learning algorithms are used to solve specific image compression problems, where the
distribution and shape of image patterns are poorly understood and well-separated, re-
spectively. However, real image-processing patterns are always flexible and have irregular
neighboring regions. The hard evaluation method cannot accomplish complex codebook
design. It ignores the possibility that training image patterns belong to various code
vectors.
Zadeh introduced fuzzy set theory in 1965 [9]. A visible fuzzy measure mechanism with

a flexible membership function is manipulated to estimate the similarities between two
training and testing data sequences. This research uses a typical Gaussian membership
function to gently acquire the suitable codebook from training image patterns. Bezdek
developed the fuzzy c-mean (FCM) in 1981 [5]. Its concepts of flexible shapes and different
membership function degrees efficiently group data points into desired categories in the
whole operating space. Because of the fuzzy soft estimator adaptation, several fuzzy-type
VQ schemes have been used to achieve optimal codebooks [10, 14-17]. However, two main
problems must be solved. Extensive knowledge is required to create the learning scheme,
to select proper membership functions that are used to approach suitable codebooks. The
other problem is that the best choice of possible parameter combinations is highly related
to the specific shapes and boundaries of trained image patterns.
Particle swarm optimization (PSO) is an evolutionary computation and intelligent

swarm technique that was inspired by the social behavior of birds flocking or fish school-
ing. Eberhart and Kennedy introduced it in 1995 [6]. PSO is learned from a scenario,
and some ill-defined nonlinear VQ problems are created to be solved by the PSO learning
algorithm [2]. Two factors establish the swarm-like computation learning machineXthe
personal best solution for a particle and the global best solution for a particle in a whole
swarm. Because of its simple learning strategy, the common PSO learning algorithm is
likely to stop at the local optimal solution. Bacterial foraging optimization (BFO) was
introduced in 2002 [8]. This learning procedure contains probabilistic training concepts
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by simulating the natural behavior of Escherichia coli. Foraging strategy patterns in-
spired the development of BFO to successfully achieve desired parameter settings. BFO
mimics the behavior of E. coli bacteria, which exhibit chemo taxi, swarming, tumbling,
reproductive, elimination, and dispersal activities. The complexity of BFO encouraged
researchers to work toward its simplification and faster convergence. The novel bacterial
foraging particle swarm optimization (BFPSO) learning algorithm integrates the ben-
efits of the BFO global search ability and the PSO fast convergence learning machine
to minimize their weaknesses. The population-based BFPSO learning scheme solves ill-
defined, nonlinear, complex, multidimensional optimization problems [3-4, 8, 13]. This
study proposes a BFPSO algorithm to design the proper fuzzy inference to acquire an
optimal codebook. The BFPSO algorithm is an autonomous fuzzy rule tuning mecha-
nism that creates appropriate parameters for a fuzzy system to avoid the time-consuming
trial-and-error method. The selected fuzzy systems with desired linguistic rules achieve a
large image-compression rate. This study uses the novel BFPSO algorithm to establish
the VQ-based image-compression fuzzy system to reduce trial-and-error parameter-tuning
time wastage. The evolutionary BFPSO learning algorithm, directed by a specific fitness
function, is an efficient method of obtaining approximate optimal codebooks in a large,
complex image space.

2. Fuzzy VQ System Design. Figure 1 shows a diagram of the BFPSO algorithm-
based fuzzy-VQ image compression system. The original image patterns were applied to
the fuzzy-VQ-based analysis scheme. The organized fuzzy-based inference vector quanti-
zation (FVQ) system contained N-input training vector x and M-codebook in the part of
jth codebooks (Cj), which were generated by the following fuzzy inference machine:

Ri : IF x is MEi THEN x belong to C(j1j2,...,jn) with CF = CF(j1j2,...,jn) (1)

where j ∈ {1, 2, . . . ,M}; the form of vector x = (x1, x2, . . . , xn) is the input pattern;
and MEi is the fired fuzzy inference machine with membership function combinations
in the principle part of the fuzzy inference system for the related ith fuzzy rules (Ri).
The selected C(j1j2,...,jn) is the code vector classification in the consequent part of the
fuzzy inference system. n and M are the number of membership functions and fuzzy
codebooks, respectively. CF is the certainty value in this inference. The FVQ procedure
uses x to extract the proper C(j1j2,...,jn) th code vector with the evaluated grade of the
corresponding ith fuzzy rule Rj. This paper uses the following equations to find the
mathematical fuzzy inference:

MEi (x) = HC(j,1)

(
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1

)
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HC(j,n) is the th fuzzy set for the jth fuzzy rule in the fuzzy system. It is described as

HC(j,i) (xj; cji, γ) = exp

(
−

(
(xi − cji)

2

γ2

))
(3)

where cji is the centered position of the Gaussian-type membership function and γ is
the distributed factors. The concept shows that the training image patterns are easily
obtained by fuzzy partition metrics with different membership function parameter set-
tings. Thus, the developed membership function acts as a soft evaluator to forecast the
similarity between image data xi and the jth code vector. In the proposed fuzzy VQ
scheme, the number of code vectors is the same as that of the fuzzy rules. In the fuzzy
inference procedure, the certainty value CF t

j of the associated jth code vector is deter-
mined in advance. Available membership function contours are set with feasible shapes
and different center positions to approximate proper fuzzy partitions of the fuzzy system
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to represent the complex codebook design. The goal of this learning machine is to obtain
the maximal membership function value grade while the selected code vector approaches
the most similar image pattern. The C(j1j2,...,jn)th setting is an active code vector when it
contains the maximal CF t

j value. The formula for this is

CF t
X = MAX

{
CF t

1, CF t
2, · · · , CF t

M

}
. (4)

This inference scheme for the fuzzy VQ-based image compression system can be used
to adaptively estimate the most codebooks from variant image data with the maximal
certainty value selection. The flowchart in Fig. 1 shows that the recognized codebook
segmentation is transformed to reconstruct the image patterns.
The aim of fuzzy VQ-based inference systems is approbatory codebook design to achieve

the desired image. This is achieved by several membership functions flexibly distributed in
an n-dimensional space to form the desired fuzzy inference system. To efficiently extract
the optimal or near-optimal codebook, the proposed BFPSO learning algorithm produces
suitable fuzzy inference system parameters-guided by the fitness function. Therefore, the
appropriate parameter selections for the evolutionary learning algorithms are required to
create the fuzzy inference system in this search space. The evolutionary BFPSO-based
learning algorithm is used to determine the proper parameter set in the search space. The
next section presents the relevant discussion.

Figure 1. Diagram of the BFPSO fuzzy-VQ compressed image system design.
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3. Optimal Fuzzy-VQ System Design with the BFPSO Learning Algorithm.
This study uses the BFPSO learning algorithm to develop a fuzzy VQ-based image com-
pression system. The BFPSO algorithm combines the natural behavior from the BFO
and PSO strategies to achieve the desired objective. The PSO learning scheme mimics
and simulates intelligent swarm behavior with a computer. The PSO learning algorithm
exchanges heuristic information from knowledge and experience, which is better at discov-
ering superior offprints. In the PSO learning cycle, each particle contains related position
value X and velocity value Y , which are regulated by the two best values Pbest x and
Gbest x, respectively. Here, Pbest x is the best solution for an individual particle, which
has obtained the highest fitness value thus far. The selected Gbest x is the best value
achieved by all particles. The benefit of the PSO learning algorithm is simple and ef-
ficient; the relevant Pbest x and Gbest x values teach particle velocity in each learning
step. The new velocity for each particle is updated using the following equation [4]:
vp,d (k + 1) = vp,d (k)+

α1 (k + 1) (Pbest− xp,d (k + 1)− xp,d (k)) + α2 (k + 1) (Gbest− xp,d (k + 1)− xp,d (k)) (5)

where vp,d is the velocity of the pth particle for the dth dimensional variable; the value
of the pth particle position in the dth dimension is xp,d; p is the particle number; k is
the current state; k + 1 is the next time step; and α1 (k + 1) and α2 (k + 1) are selected
random numbers between 0 and 1.

If the velocity of the particle is obtained, the particle location is modified in the next
time step.

xp,d (k + 1) = xp,d (k) + vp,d (k + 1) (6)

Based on the benefits of the PSO and BFO learning algorithms, the BFPSO solves the
nonlinear complex codebook selection problem in VQ-based image compression. The
bionic BFO is a novel evolutionary learning algorithm; it mimics the behavior of E. coli
bacteria to improve searching. BFO consists of four stages-taxis, dispersal, reproduction,
and elimination-to identify the nearest optimal parameter set. The next three sections
present a discussion on the BFO concept.

3.1. Bacterium Taxis. The action of taxis is reasonable natural behavior that occurs
while the E. coli bacterium is stimulated by its surroundings. The E. coli bacterium
usually uses two methods to move-swimming and tumbling. In the swimming cycle, an
opposite force is applied to the bacterium, which allows the flagellum to rotate in a
counterclockwise direction. This creates an opposite force, with the swimming action
randomly pushing the bacterium cell into different positions. In the tumbling cycle, the
bacterium is idle. The two methods can change its direction. The movement of the ith
bacterium is described by

P s (f + 1, g, u) = P s (f, g, u) + C (s) ∗ V (f) (7)

where P s (f, g, u) is the sth location of the bacterium at the fth chemotactic, gth repro-
ductive, and uth elimination steps. C(s) is the length of one walking cycle. Here, it is
defined as a small constant value. V (f) is the direction angle of the fth chemotactic step;
its default value is set at a range of [0, 2π].

3.2. Swarming Dispersal. The objective of the E. coli bacterium is to extract the best
parameter setting in the search space. Cell-to-cell communication allows every bacterium
to disperse its own message to others. Each bacterium also releases a repellent function
signal for others to be at a minimal distance from its current position. Based on this
dispersal behavior in a suitably sized swarm, bacterium position can be approximated
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as the area that contains the best nutrients. Cell-to-cell swarming dispersal action is
described by
Js
α = (P, P s (f, g, u))

= −dattract exp

[
−wattract

q∑
x=1

(popi − psx)
2

]
+ hrepellent exp

[
−wrepellent

q∑
x=1

(popi − psx)
2

]
(8)

where q is the number of bacteria; dattract and wattract are the attractive coefficients;
drepellent and wrepellent are repellent coefficients; and popi is the best solution in the current
learning cycle.

3.3. Reproduction and Elimination. Bacteria have a natural tendency to gather in
nutrient-rich areas through an activity called bacterium taxis. After bacterium taxis
and dispersal procedure steps, reproduction and elimination tasks improve performance
in similarly sized swarms. Generally, 50% of bacteria are reproduced by fitness value
evolution. In this learning cycle, half a bacteria population is high performance and is
set in a live state to reproduce. Elimination action kills the other half. These vigorous
bacteria are selected into the swarm population regeneration pool. Therefore, existing
bacteria are more likely to remain near optimal positions. Swarm dispersion occurs after
a certain number of reproduction and elimination procedures. Other influences change
the life of the bacteria population suddenly or gradually. This process prevents local
minimal trapping events. The novel evolutionary BFPSO learning algorithm is developed
for use in a fuzzy VQ-based image compression system. Figure 2 shows the flowchart of
the proposed learning algorithm and the following section discusses the BFPSO learning
steps.

BFPSO 1) The required BFPSO parameters must be selected. These are bacteria size, in-
put variables, number of parameters, swinging unit length, number of chemo-
tactic learning loops, number of reproductive learning loops, attractive and
repellent coefficients, and codebook size. The learning rate (c1, c2) and in-
ertia factor for the PSO learning scheme must be selected. Swarm position
is randomly generated to form the initial fuzzy VQ-based image compression
system.

BFPSO 2) The proper fitness function must be defined. The fitness function correctly
measures the distortion between the original image and the selected codebook
data. The proposed fitness function is

Fit V Q =
k0

N∑
i=1

M∑
j=1

Sij · ∥xi − cj∥2
, (9)

where N is the number of training vectors, and positive constant k0is selected
by the designer. The definition of Sijis described by

Sij =

{
1
0

if CF (xi, cj) = Arg MAX {CF1, CF2, · · · , CFM}
other

(10)

where, xi and cj are the ith original image pattern and the selected jth code
vector, respectively. Less error between the original image pattern and the
code vector produces less distortion. The objective of the defined fitness

unction is to produce minimal error, that is, MIN

{
N∑
i=1

M∑
j=1

Sij · ∥xi − cj∥2
}
.
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Therefore, parameters are selected to achieve the maximal fitness value, which
is defined by the following formula:

MAX (Fit V Q) . (11)

BFPSO 3) Execute the bacterium taxis learning cycle using (7).
BFPSO 4) Run the swarm dispersal learning cycle using (8).
BFPSO 5) Evaluate and select the personal best solution (pBest) using the following

equation [5]:

pBestt+1
p =

{
Y t+1
p

pBesttp

if
if

F
(
Y t+1
p

)
≥ F

(
pBesttp

)
F
(
Y t+1
p

)
< F

(
pBesttp

) . (12)

BFPSO 6) Evaluate and select the global best solution ( ) using the following equation:

gBestt+1 =

{
pBestt+1

p

gBestt
if
if

F it V Q
(
pBestt+1

p

)
≥ Fit V Q(gBestt)

Fit V Q
(
pBestt+1

p

)
< Fit V Q (gBestt)

. (13)

BFPSO 7) Regulate the related position in the PSO learning cycle using (5) and (6).
BFPSO 8) Execute the reproduction and elimination procedure.
BFPSO 9) Repeat Steps 2-8 until g=G.
BFPSO 10) Select the best optimal codebook using the proposed fuzzy inference analysis

with the global best parameters set (gBest) to generate the desired fuzzy
VQ-based image compression system.

4. Illustrated Studies. Lena and Peppers Examples: The evolutionary BFPSO algo-
rithm was developed with the self-learning ability to automatically generate the fuzzy
codebook and produce a good image compression system. This experiment used the orig-
inal gray-scale image patterns, Lena and Peppers-both 256 x 256 pixels-as test material.
The peak-signal to noise ratio (PSNR) was used to evaluate the reconstructed image
quality. The PSNR is defined as follows:

PSNR = 10 log10
2552

1
N×N

N−1∑
i=0

N−1∑
j=0

(
f (i, j)− f̂ (i, j)

)2dB, (14)

where N ×N is the size of the original image and f (i, j) and f̂ (i, j) are the gray-level
pixel values of the original and reconstructed images, respectively. Two original images,
Lena and Peppers, were used to demonstrate the adaptive capacities of the BFPSO, BFO,
and PSO learning methods using the VQ machine. The experiment was conducted using
different-sized codebook design problems, such as M=4, 8, 16, 32, 64, 128, and 256. The
BFPSO, BFO, and PSO learning algorithms were executed 3 times on the images. Figures
3 and 4 show the evaluated PSNR of various codebook sizes of the original Lena and Pep-
pers images, respectively. The software simulation showed that the performance disparity
among BFO, PSO, and BFPSO becomes larger as the codebook size increases. The other
obvious circumstance in the representation of these two examples can be found in this
study. The three PSO and BFO simulationsXwhich used the same training dataXwere
stuck in the local optimal codebook selection when they encountered variant initial condi-
tions. The BFO learning algorithm learns by natural selection and tends to eliminate poor
solutions. Because it incorporates the PSO search engine, the proposed BFPSO learning
algorithm improved PSO and BFO local problems, retaining a higher PSNR, even when
several image patterns for training different-sized code vectors were encountered. Most
training codebooks produced by the BFPSO learning scheme achieved perfect image com-
pression results in three running cycles. It decrypted the ability of the BFPSO learning
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algorithm in the VQ-based fuzzy image compression scheme, which contained a powerful
and adaptive facility to manage the complex codebook design problem under various ini-
tial conditions. Table 1 shows that the BFPSO algorithm produces higher PSNRs than
the PSO and BFO learning methods for Lena and Peppers images.

Figure 2. Flowchart of the BFPSO-based fuzzy-VQ image compressed system.

Figures 5(a) and 6(a) show the original Lena and Peppers images used in the second
experiment, respectively. The BFPSO, BFO, and PSO learning algorithms were applied
to the Lena image with codebook sizes of 128 and 64. Figures 5(b)5(g) show the soft-
ware simulation results of the BFPOS, BFO, and PSO learning algorithms. In a similar
experiment, the original Peppers image was also used to test the performance of the BF-
PSO, BFO, and PSO methods with codebook sizes of 128 and 64. Figures 6(b)6(g) show
the simulation results. The results show that the proposed BFPSO leaning algorithm
improves performance in complex fuzzy-VQ codebook design problems.
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5. Conclusion. This research develops a set of available membership functions to pro-
duce appropriate fuzzy partitions for recognizing perfect codebooks with fuzzy soft in-
ference analysis decisions. It attempts to improve adaptable fuzzy image compression
systems in complex search spaces. Based on the integration of the heuristic BFO and
PSO learning schemes, the novel BFPSO algorithms efficiently tune variable parameter
combinations of the fuzzy VQ-based image compression system. Results show that the
proposed BFPSO learning method produces better results than the commonly used BFO
and PSO learning algorithms. In real-world image compression system design, informa-
tion received is always vague and variant. It is difficult for the BFO and PSO learning
schemes to produce perfect results in such variant conditions. Local optimization and
bad codebook problems occur in such conditions. The BFPSO learning scheme improves
performance in the generated fuzzy VQ-based image compression applications. The soft-
ware simulation shows that the algorithm is adaptable and capable of performing in a
vague and variant environment. It produces better codebooks to reconstruct compressed
images with high fidelity.
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Figure 5. Comparison results of the training images (a) Original Lena
image (b) BFPSO reconstruction image M=128. (c) BFO reconstructed
image in M=128. (d) PSO reconstructed image in M=128. (e)BFPSO
reconstruction image in M=64. (f) BFO reconstructed image in M=64. (g)
PSO reconstructed image in M=64
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Figure 6. Comparison results of the training images, (a) Original Peppers
image (b) BFPSO reconstruction image M=128. (c) BFO reconstructed
image in M=128. (d) PSO reconstructed image in M=128. (e)BFPSO
reconstruction image in M=64. (f) BFO reconstructed image in M=64. (g)
PSO reconstructed image in M=64.
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Table 1. Performance (PSNR) comparisons of BFPSO, BFO and PSO.
(codebook sizes=4-256).
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