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Abstract. Face recognition is an important issue in image analysis and understanding.
Linear discriminant analysis (LDA) has been widely used in face recognition. However,
the LDA-based face recognition methods usually encountered the small sample size (SSS)
problem. The SSS problem occurs when the number of samples is far smaller than the
dimensionality of the sample space. Therefore, this paper proposed a modified LDA (called
block LDA) to divide the gradient image into several non-overlapping subimages of the
same size, in order to increase the quantity of samples and reduce the dimensions of the
sample space. In addition, to reduce the influence of illumination variations, face images
were transferred to gradient image. Experimental results show that the proposed method
indeed solves the SSS problem with a good recognition rate.
Keywords: face recognition; linear discriminant analysis; small sample size problem

1. Introduction. In recent years, facial analyses including face detection, face recogni-
tion, and facial expression recognition play important rules for human-centered applica-
tions [1, 2, 3]. In which, face recognition is a critical issue in the film processing, identifi-
cation card recognition, security systems, and criminal identification systems. Challenges
in face recognition include illumination variation, pose variation, facial expression, aging,
hair, and glasses.

Many face recognition algorithms have been proposed to solve these problems in the
past few years. Template matching is to detect the positions of specific geometric features
on the face (such as the eyes, nose and lips), so that their relative positions can be used
as facial features for matching or recognition [4, 5, 6]. The principle component analysis
(PCA) is to make the high-dimensional space into a lower-dimensional eigenspace through
a proper transformation or projection, while retaining most of the principle components
[7, 8]. Independent component analysis (ICA) is the method finding the independent com-
ponents (ICs) to estimate independent sources only through the information for random
variable observed, but without the mixing mechanism and sources [9]. Linear discrimi-
nant analysis (LDA), which distances the centroids of different classes and narrows the
scatters of the same classes, is used to increase the recognition rate [7, 10, 11, 12].
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Among these face recognition methods; PCA and LDA are the most popular ones.
However, these methods usually encounter the small size sample (SSS) problem, where
the dimensions of image space are more than the sample sizes, making the sample less
representative. In addition, the within-class scatter matrix may be singular in LDA, which
resulted in fail to calculate the inverse matrix and the transformation matrix.
This paper proposed a modified LDA (called block LDA) to solve the SSS problem, we

divided the face image into several non-overlapping subimages of the same size. Accord-
ingly, the number of samples is increased, and the dimension of the sample is decreased. In
addition, to reduce the influence of illumination variation, all face images are transformed
to gradient images.
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Figure 1. Flowchart of the proposed method

Figure 1 shows the flowchart of the proposed method. First, original face image is
transformed to gradient image. After that, the gradient image is divided into N2 subim-
ages. Then, these subimages are projected to feature vectors through LDA. Finally, a
Euclidean measurement is applied to determine the recognition result.
The remainder of this paper is organized as follows: Section 2 describes the gradient im-

age; Section 3 describes traditional LDA and BLDA; Section 4 describes the experimental
result; and Section 5 gives the conclusions.

2. Gradient Image. In general, illumination variations should not highly affect the
recognition results of human eyes. The dominant factors of face recognition are facial
shape and facial features. Thus, the original facial image is transformed to gradient
image for face recognition. Gradient image contains relative changes in gray level [13],
which is less sensitive to illumination variations.
The gradient of an image f(x, y) at location (x, y) is defined as

∇f =
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]
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The magnitude of the gradient is defined as
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This quantity gives the maximum rate of f(x, y) increase of per unit distance in the
direction of ∇f . In this paper, the Sobel operators as show in Figure 2(a) and 2(b) are
used to obtain the gradient image. Figure 2(c) and (d) show an original facial image and
its corresponding gradient image, respectively.
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(c)                          (d)

(a) (b)

Figure 2. Original image and its corresponding gradient image

3. Linear Discriminant Analysis. The LDA is able to project an image from a high-
dimensional space to a low- dimensional space, thus maximizing the ratio between between-
class scatter matrix and within-class scatter matrix. The LDA not only reduces the dimen-
sions, but also distances the distribution of the images. Figure 3(a) shows synthetic two-
dimensional data points belong to two classes. The data along with its one-dimensional
LDA transformation are shown in Figure 3(b). Notice that, the dimensionality reduction
and the important discriminatory properties are fully retained.
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Figure 3. (a)Original data set distribution. (b) Feature vectors distribu-
tion in (a) through LDA

The detail of the traditional LDA and the proposed BLDA are described as follows.

3.1. Traditional LDA. Assumed that there are C classes of images in the database,
each class has M images. The feature vector for the m-th image from the c-th category in
the original image is set to Xc

m. The distance between the feature vectors and the centroid
of this class, can be expressed by the formula for within-class scatter matrix, SW:

SW =
C∑
c=1

M∑
m=1

(Xc
m −X

c
)(Xc

m −X
c
)T (3)
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where X
c
is the average of all the feature vectors in the class c.

The scatter degree among different classes, that is, the distance between the centroids
of different classes, can be expressed by the formula for between-class scatter matrix, SB:

SW =
C∑
c=1

(X
c −X)(X

c −X)T (4)

where X is the average of all the original feature vectors.
If the within-class scatter matrix is nonsingular, then the best projection matrix Wopt

can be determined by the ratio of determinants between between-class scatter matrix and
within-class scatter matrix:

Wopt = arg
max

w
trace

{
WTSBW

WTSWW

}
= arg

max

w
trace

{
S−1
WSB

}
(5)

To find the Wopt which maxim izes S−1
w SB, the result is derived as {wi|i = 1, 2, ..., p},

which is the largest eigenvalue in the first p of S−1
w SB, {λi|i = 1, 2, ..., p} is the corre-

sponding eigenvector. They meet the equation below:

S−1
WSBwopt = λiwopt (6)

Basically, only the eigenvectors corresponding to the first p eigenvalues are selected. In
this paper, p is selected by taking the first p largest eigenvalues whose total sum accounts
for 95% of the sum of the general features. Generally, most energy of images can be
kept in this way. The rest of eigenvectors corresponding to the trivial eigenvalues can be
ignored.

3.2. Block LDA. Since the traditional LDA inheres the SSS problem, that is, when the
dimensions of image space is larger than the number of training samples, the within-class
scatter matrix becomes a singular matrix, and is unable to calculate its inverse matrix.
Thus, the transformation matrix Wopt in Eq.(5) cannot be calculated. Therefore, to solve
the SSS problem, this paper proposed a method to divide the input images into several
non-overlapping subimages of the same size. It could not only increase the sample size,
but also reduce the dimension of the training samples.
In this paper, each input image is divided into N2 subimages. If the original dimension

of the image is W × H, where W is the width of an image and H is the height of an
image, and then it is divided into subimages of the size of W/N ×H/N . The subimage
(j, k) is obtained by:

Xj,k(α, β) = X
(W
N

(j − 1) + α,
H

N
(k − 1) + β

)
(7)

where j and k are between 1 and N ; α is between 0 and (W/N) − 1; and β is between
0 and (H/N)− 1. Figure 4 shows the schematic diagram of image division. After image
division, the within-class scatter matrix SW is modified as

SW =
C∑
c=1

M∑
m=1

N2∑
n=1

(Xn
c,m −Xc)(X

n
c,m −Xc)

T (8)

where Xc represents the average image of all subimages of the c-th class, and is defined
as:
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Xc =
1

MN2

M∑
m=1

N2∑
n=1

Xn
c,m (9)

(a) (b)

Figure 4. The schematic diagram of image division, (a) a gradient image,
(b) the gradient image is dividing into 16 subimages

The new between-class scatter matrix SB is rewritten as

SB =
C∑
c=1

(Xc −X)(Xc −X)T (10)

The average images X of all subimages is defined as

X =
1

CMN2

C∑
c=1

M∑
m=1

N2∑
n=1

Xn
c,m (11)

Similarity, the optimum projection matrix Wopt is calculated by

Wopt = arg
max

w
trace

{
WTSBW

WTSWW

}
= arg

max

w
trace

{
S−1
WSB

}
(12)

and satisfies the equation below:

S−1
WSBwopt = λiwopt (13)

As the traditional LDA, the first p largest eigenvalues are obtained. Since some eigen-
values and eigenvectors may be complex numbers,

∥∥Z∥∥
2
is calculated, where Z = v + oi,

v is the real number part and o is the imaginary number part.
Accordingly, the feature vectors of the n-th subimage is obtained by

yn = Wopt
TXn (14)

Finally, the feature vectors are combined according to the dividing order as

Y = [y1y2 · · ·yn] (15)

During testing, the optimal projection matrix Wopt calculated above is retained. The
testing image is also divided into N2 subimages, and every subimage Xtestn is projected
by the optimal projection matrix Wopt individually. Thus, the n-th feature vector yntest
of the testing subimages is obtained by:

yn
test = WT

optX
n
test (16)

Then combine the feature vectors according to the dividing order:
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Ytest = [y1
testy

2
test · · ·yn

test] (17)

The testing image and all the training images are compared to find the one with the
shortest Euclidean distance, which is the image with the highest similarity. Assume that
there are C classes (people) and each one has m facial images in the training images, the
feature vector of the mth image in the c class is Yc

m, and the feature vector of testing face
image is Ytest, then the category of the testing image is determined by:

τ =
arg

c
min

∥∥Ytest −Yc
m

∥∥
2

(18)

4. Experimental Results. In order to evaluate the performance of the proposed method,
three experiments were performed: (1) determination of the number of dividing subim-
ages, (2) the recognition rates with different preprocessing, and (3) the recognition rate
comparison with various databases and approaches. ORL, Yale, Japanese Female Facial
Expression database (JAFFE), and MIT-CBCL face databases were used in the experi-
ments.
ORL (Olivetti Research Library) face image database, whose data were collected by

AT&T Laboratories Cambridge from April 1992 to April 1994. The database contains 40
people; each has 10 images, which are taken at different times, different facial angles (left,
right, look down and up), the different expressions (laugh or not laugh), wear glasses or
without glasses. Each image is 92×112, 256 gray-level image with black ground. Samples
from the ORL face database are shown in Figure 5.
Yale Database contains 15 people; each one has 11 images with different illumination

and facial expressions, and with or without glasses. Each image is 320×243, 256 gray-level
image. Samples from the Yale face database are shown in Figure 6.

 

Figure 5. Partial face images from ORL database.

JAFFE contains 210 images of 10 females with 7 expressions, including neutral, happy,
angry, surprised, sad, disgusted, and scared. Each image is 256 × 256, 256 gray-level
image. Samples from the JAFFE face database are shown in Figure 7.
The MIT-CBCL face database contains 10 people; each one has 324 images with differ-

ent illumination and facial angles. Samples from the MIT-CBCL face database are shown
in Figure 8.
A personal computer with a Pentium 4-3.0GHz and 1GB memory was used to perform

the experiments. The operating system was Microsoft Windows XP SP3. The recognition
rate is defined as
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Figure 6. Partial face images from Yale database.

Figure 7. Partial face images from JAFFE database.
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Figure 8. Partial face images from MIT-CBCL database.

η =
R

A
× 100% (19)

where R is the number of image correctly recognized and A is the total number of the
testing images.

Experiment I: Determination of the number of dividing subimages
Assume that there are C classes (people) in the training image set, in which each class

consists M images. To obtain the optimal transform matrix of LDA, the SW must be a
nonsingular matrix. That is the dimension of a subimage must far bigger than the number
of training images.
To solve the SSS problem, each image was divided into N × N subimages. Then the

size of each subimage is W/N × H/N , where W and H are the width and height of an
image, respectively.
To determine an appropriate dividing number, various dividing numbers with different

databases were performed. In ORL and Yale databases, we selected half of the face images
(5) as the training set, and the other half (5) as the testing set for each person. Thus,
there are 200 training samples and 200 testing samples selected from the ORL database.
75 training samples and 75 testing samples selected from Yale database. The recognition
rates under different dividing numbers in ORL and Yale database are shown in Table 1. In
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Table 1. The Recognition Rates under Different Dividing Numbers in
ORL and Yale Databases.

ORL Yale

# of         # of training      Size of       Accuracy         # of          # of training        Size of       Accuracy

2 x 2            800             2576          26.5%         6 x 6            2700              2124        85.33%

3 x 3          1800             1178           51%           8 x 8            4800              1240          92%

dividing        sample         subimage         rate            dividing         sample           subimage         rate

4 x 4          3200               644          82.5%        10x10           7500                800        93.33%

5 x 5          5000               437           89%          12x12         10800                567          92%
                 

6 x 6          7200               304           93%          14x14         14700                414        94.67%

7 x 7          9800               224           95%          16x16         19200                320          96%

8 x 8        12800               168         94.5%         18x18         24300                252          96%

9 x 9        16200               143         94.5%         20x20         30000                208        94.67%

10x10       20000               120         96.5%         22x22         36300                180        94.67%

Table 2. The Recognition Rates under Different Dividing Numbers in
JAFFE and MIT-CBCL Databases.

JAFFE MIT-CBCL

# of         # of training      Size of       Accuracy         # of          # of training        Size of       Accuracy

6 x 6            108             1849        90.59%         4 x 4            1600              2500        60.99%

8 x 8            192             1024        92.94%         6 x 6            3600              1156        75.80%

dividing        sample         subimage         rate            dividing         sample           subimage         rate

10x10           300               676        94.12%         8 x 8            6400                625        95.80%

12x12           432               484        88.82%        10x10         10000                400        92.41%
                 

14x14           588               361        91.18%        12x12         14400                289        92.22%

16x16           768               256          90%           14x14         19600                225        96.91%

18x18           972               225        90.59%        16x16         25600                169        98.58%

20x20         1200               169        90.59%        18x18         32400                144        99.01%

22x22         1452               144        88.24%        20x20         40000                100        99.81%

JAFFE database, for each person, the three neutral images were selected as the training
set, and the other 17 facial images were used for testing. In MIT-CBCL database, for
each person, we selected 100 images with the same illumination as the training set, and
the other 162 images were used for testing. The recognition rates under different dividing
numbers in JAFFE and MIT-CBCL database are shown in Table 2.

From Table 1, we obtained the highest recognition rate of 96.5% in ORL database,
when the gradient image is divided into 10 × 10 subimages. The worst recognition rate
of 26.5% in ORL database occurred when the gradient image is divided into 2× 2 subim-
ages. In Yale database, we achieved the highest recognition rate of 96% when the dividing
number is 16× 16 and 18× 18. From Table 2, we obtained the highest recognition rate of
94.12% in JAFFE database, when the gradient image is divided into 10× 10 subimages.
In MIT-CBCL database, we achieved the highest recognition rate of 99.81% when the
dividing number is 22×22. Observing Table 1 and Table 2, the recognition rate is almost
increasing with the increase of the dividing numbers.

Experiment II: The recognition rates with different preprocessing in various
databases
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Table 3. The Recognition Rates with Different Preprocessing in Various Databases

ORL          Yale           JAFFE       MIT-CBCL

Original           96.5%      81.33%      82.35%       84.69%

 95.5%      89.33%      92.35%       91.15%

Gradient         96.5%      97.33%      94.12%       99.81%

Equalization
Histogram

Table 4. Accuracy of Face Recognition with Different Methods

Database             Accuracy rate

PCA                     76%          79.6%

Method                          ORL           Yale   

             

Fuzzy fisherface[8]         95.5%        94.8%

LDA                       80%           91%

ESTM[11]                78.3%        88.7%

Proposed method           96.5%         96%

Illumination variation affects the accuracy of face recognition seriously. In order to
reduce the influence of illumination, most of the face recognition methods include prepro-
cessing before face recognition is performed. To demonstrate the benefits of including the
preprocessing, the recognition rate of the proposed gradient image was compared with the
original face image and the face image after histogram equalization in different databases.
The comparison results are shown in Table 3.
Obviously, both histogram equalization and the proposed gradient preprocessing have

a great effect to reduce the influence of illumination and thus increase the recognition
rates. Compared with the histogram equalization, the proposed gradient image achieved
better performance.

Experiment III: Face recognition comparison with different methods and dif-
ferent databases
To show the proposed method has capability of face recognition with good performance.

PCA, LDA, Fuzzy fisherface[11], ESTM[14], and the proposed method were compared.
The recognition rates are summarized in Table 4.
According to Table 4, the proposed method achieved the highest recognition rate of

96.5% in the ORL and 96% in the Yale databases, respectively. The ESTM[14] method
is a template-based classification method, the recognition rate for the ORL database and
the Yale database is 78.3% and 88.7%, respectively. Because template-based approaches
are based on similarity measurement of two feature sets without consideration of invari-
ant salient feature, the recognition results highly depended on the variations of scale,
pose, and shape. Even a slight variation in head pose significantly affected the similar-
ity measurements. The PCA, LDA, and Fuzzy fisher face methods are statistics-based
approach that had a higher recognition rate in situations with different head poses and
facial expressions (ORL database). However, the statistic-based method is sensitive to
illumination variance (Yale database). Among the statistics-based methods, the Fuzzy
fisherface obtained the highest recognition rate of 95.5% in ORL database and 94.8% in
Yale database, respectively.
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5. Conclusions. In general, variation in illumination seriously affects the recognition
results; hence in this paper, the original facial images were transformed to gradient images
to reduce the influence of illumination variation.

To solve the SSS problem of the traditional LDA, a modified LDA (block LDA) is pro-
posed. The gradient images were dividing into several subimages of the same size without
overlapping to increase the quantity of training samples, and reduce the dimensions of
training sample.

Experimental results show that the proposed method substantially obtained a higher
recognition rate than traditional LDA and other methods. In addition, the proposed
method can attenuate the influences of illumination, facial expression, and pose variations.
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