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Abstract. This paper develops a novel scheme for recovering color images that recovers
missing or damaged blocks in an image to close to the original ones. The novel scheme
exploits Robust Association Rule Mining (RARM) and Recycle Composed Association
Rule Mining (RCARM) to determine the degree of variation among blocks adjacent
to the lost block. If the variation is sufficiently small, the rule of association among
the colors of these correlated blocks, identified by RARM, can be used to recover the
damaged or lost image blocks. RCARM is employed to increase the accuracy of block
recovery. If the variation among the blocks is large, then the proposed scheme would
instead adopt edge detection to obtain directional information for better performance
in edge recovery. This operation increases the accuracy of image recovery for complex
blocks. Experimental results demonstrated that the proposed scheme, that first adopts
RARM in combination with RCARM and then applies edge detection as a recovery
approach, effectively recovers images without the need for the original image. The image
quality following recovery is satisfactory even when the block loss rate exceeds 30%.
Keywords: association rule mining; missing value; image recovery; image quality.

1. Introduction. Numerous digitized images are available on the Internet; however,
the high accessibility of the Internet causes problems. The low quality of the cyber
environment tends to cause the loss of data from digitized images during the transmission,
including loss or damage to image blocks. To restore the images after loss of data and
improve quality, image recovery methods have been developed [1-23]. Most of these
methods use the retained blocks to replace the missing ones. For example, Wang et al.
[17] applied the blocks as templates that are adjacent to the lost block and identified
the block using these templates that were most similar to the lost one, which then is
used to replace it. Wei et al. [18] adopted Side-Match Vector Quantization (SMVQ) to
search within a codebook for the codeword that is the most similar one to the pixel values
adjacent to those of the missing block, and recovered the block using that codeword.
Ancis & Giusto [1] and Shirani et al. [16] interpolated the lost values by existing pixels.
Rane et al. [12] and Wong et al. [19] established a template and searched the closest to
the lost block among those qualified templates.

Another developed method exploited data hiding schemes [5-8, 13, 24-25] to recover im-
ages. Such schemes hide eigenvalues that represent the block in other blocks of the image
before transmission. This concept is called Self-Embedding (SE). Fridrich et al. [5] and
Shao et al. [13] applied a Discrete Cosine Transformation (DCT) to image blocks and hid
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the quantified coefficients in the Least Significant Bit (LSB) of the values of each pixel in
the image. Kang and Leou [6, 7] applied Vector Quantization (VQ) and Side-Mach Vector
Quantization (SMVQ) to recover images; they computed the codeword in the codebook
that was the closest to the block and hid the index of codeword into a different block
called the “masking block.” This approach adopts an index to represent the information
about a particular block and hides that information into non-contiguous blocks, just in
case the contiguous blocks that contain hidden indices are lost simultaneously. Lee et
al. [8], based on the scheme of Kang and Leou [7], used the image that is transmitted
as a codebook to find blocks in the image that are most similar to each block; thereby
computing the error values between each pair, before hiding these error values along with
the index of similar blocks in the masking block. This approach increased the quality
after image recovery and reduced the amount of data waiting to be transmitted.

This study develops a new scheme that assumes lost or damaged blocks have already
been identified to recover images. This scheme also classifies blocks into smooth and non-
smooth. In the recovery of smooth blocks, the scheme recognizes the fact that an image
block has similar pixels to those of its adjacent blocks, and then applies Robust Association
Rule Mining (RARM) in combination with Recycle Composed Association Rule Mining
(RCARM) to explore the associations between missing blocks and their adjacent color
image blocks to achieve the image recovery. For non-smooth blocks, the edge detection
operation is exploited using gradient masks [4, 15] to determine the variations among
missing blocks and their adjacent blocks. The operation identifies directional information,
including whether edges are in north, northeast, east, southeast, south, southwest, west,
or northwest to increase the accuracy of recovery.

The rest of this paper is organized as follows. Section 2 reviews the relevant literature.
Section 3 presents in detail the proposed method. Section 4 presents experimental results.
Section 5 draws conclusions.

2. Literature Review. This section reviews the literature related to this study. Robust
association rule mining and recycle composed association rule mining are depicted as
follows.

2.1. Robust Association Rule Mining (RARM). Database technology is charac-
terized by its ability to gather and process a large amount of data. In the gathering
and processing phases, some data may be randomly lost owing to various problems with
transaction, programs, and human operations. Missing Value Completion (MVC), devel-
oped by Ragel and Cremilleux [11], employs Robust Association Rule Mining (RARM)
to produce robust association rules as a basis for determining missing values. Quinlin
developed the C4.5 algorithm [26] to construct a decision tree for generating prediction
rules to predict missing values. However, this algorithm is not suitable to solve problems
with numerous missing values in a single dataset. Experimental results indicated that
RARM outperforms C4.5 in the recovery accuracy of missing values, since the confidence
values of association rules can be used to evaluate the accuracy of the predicted values.

RARM is typically applied to relational databases. It is defined as follows: Let RDB
be a relational database table (also called a relation) that contains n attributes; X and
Y are two sets of attributes of RDB, and x and y are sets of partial attributes of X and
Y . Assume that VRDB(X) denotes the set of the valid records that contain X attributes,
such that no value is missing from these records. Hence, let |VRDB(X)|be the number of
records that contain X attributes with no missing value. CBx refers to a set of records
that contain x attributes, and |CBx |is the number of records that contain x attributes.
Dis(Y ) represents a set of records that contain Y attributes with at least one missing
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value. Let |Dis(Y )|be the number of records that contain Y attributes and at least
one missing value. DB refers to all attributes in RDB, and |DB|is the number of such
attributes in RDB. Equation (1) yields the robust association rule R, expressed as

x⇒ y[Sup, Conf ]. (1)

where Sup(R) = |CBx|
|VRDB(X)| denotes supports and Conf(R) = CBZ

|CBx|−|Dis(Y )∩CBx| denotes

confidence.
The support should be greater than predetermined minimum support thresholdMin Sup,

also the confidence value should be greater than minimum confident threshold Min Conf ,
such that R is a strong rule with attribute values x and y which are associated.

An excessive number of missing values in a relation table may reduce the effectiveness
of association rules. Rep denotes the minimum proportion of attributes with no missing
value and a threshold of attributes with no missing value that can be specified to control
the applicability of an association rule. RARM looks for complete and robust association
rules in a relational database that contains missing values, and employs the rules with
higher confidence values to fill in the values that are missing from the database.

2.2. Recycle Composed Association Rule Mining (RCARM). Varying the min-
imum confidence helps to find suitable rules, so applying rules that are generated with
higher confidence can increase the recovery rate. However, association rules obtained
with a high threshold are certainly limited. To increase both the recovery rate of missing
values using RARM and their accuracy, a recycle approach, called RCARM, is adopted to
define another recycle threshold (RT )to determine whether the K -itemset that had been
deleted could be recycled and properly recomposed to yield association rules for practical
use.

Let Z be the K-itemset that was deleted in the mining process. If the itemset Z have
met the recycle threshold, such that RT ≤ Sup(Z) ≤ Min Sup , then this K-itemset
could be recycled. Shen et al. [14] proposed the idea of the composed itemset to recycle
association rules and converted them into useful ones.

Given that
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A simple example is presented to elucidate the above terms and the meaning of RCARM.
The minimum support value Min Sup is set as 35%. Assume the support values of the
2-itemsets (A1, C5) and (A1, C6) are 29% and 29% respectively. Not higher than the min-
imum support 35%, both of these 2-itemsets are pruned in the above introduced RARM
progresses. However, the number of combinations (A1, C(5,6)) according to Eq. (2) is
Sup(A1, C(5,6)) = 29% + 29% = 58% satisfying RT ≤ Sup(Z) ≤Min Sup. Consequently,
(A1, C5) and (A1, C6) can be recycled into a composed itemset (A1, C(5,6)) which provides
more information for determining missing values. Two RCARMs are applied as follows.
R1: A1 ⇒ C(5,6)[Sup : 58%, Conf : 58%],
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R2: C(5,6) ⇒ A1[Sup : 58%, Conf : 100%],
R1 is defined such that if the value of attribute A is unity, then the missing value of
attribute C may be five or six. R2 indicates that if the value of attribute C is five or six,
then the missing value of attribute A is one. If an RCARM rule satisfies the association
rule R: X ⇒ Y [Sup, Conf ] and Y is not a value of composed item, then this rule R can
be regarded as a feasible RCARM. Hence, R2: C(5,6) ⇒ A1[Sup : 58%, Conf : 100%] is
feasible and can be used to determine the missing value of attribute C.

3. Proposed Scheme. This study addresses the recovery of missing blocks in a color
image. The missing block is assumed to be detected. Each variance of the blocks around
the missing block is firstly determined to classify the missing block into smooth and non-
smooth. Then two main techniques, briefly explained below, are employed to perform
image recovery.

RCARM is integrated into RARM to perform high-quality image recovery with smooth
blocks. However, if the blocks that surround the missing block are more complex, and
not smooth, this approach may not be effective. The second goal is to develop a high-
quality recovery approach that can overcome the shortcoming of the first approach in
recovering non-smooth blocks. Therefore, Sobel edge detection then is adopted to identify
the possible direction of an edge within a complicated block, and a weighting approach
using magnitude of a vector is applied to determine edge direction. Figure 1 displays the
proposed scheme.

Step 1: Image segmentation. An M ×M full-color image I with three primary
color planes (R, G, and B) is segmented into M×M

P×P non-overlapping blocks, each of which
is composed of P × P pixels. A missing block is denoted bmis . A total of u blocks,
bR1 , b

R
2 , ..., b

R
u , surrounds the missing block bmis on the R color plane, as shown in Fig.

2, where u = 8. Likewise, on the G and B color planes, the surrounding blocks are
bG1 , b

G
2 , ..., b

G
u and bB1 , b

B
2 , ..., b

B
u , respectively.

Step 2: Compute the mean value corresponding to each block around the
missing block on each color plane and quantize the mean value. Let m(bCP ) be
the mean value of non-missing block b around the missing block bmis on R, G or B color
planes, respectively, computed using Eq. (3). Let the color means of a block on the R, G
and B color planes respectively be m(bR), var(bG), and var(bB) . For convenience, in the
following equations for the three primary R, G and B color planes, let CP stands for R,
G and B.

m(bCP ) =

p∑
i=1

P∑
j=1

CP (i, j)

P × P
(3)

where CP (i, j) represents the pixel value at position (i, j) in an non-missing block b on
the CP color plane in all instances; CP denotes R, G or B , respectively.

Actually, to simplify the computation and eliminate worthless mining that would oth-
erwise be caused by data sparseness, the quantized mean Qm(bCP ) is determined using
Eq. (4).

Qm(bcp) =


1 m(bCP ) ≤ δ⌈

m(bCP )
δ

⌉
δ < m(bCP ) ≤ δ(Ω− 1)

Ω δ (Ω− 1)− < m(bCP )

 , (4)

where Qm(bCP ) denotes the value of the R, G and B color after color quantization; Ω is
a parameter of quantization and δ = 256/Ω. Equation (4) is formulated such that the
quantified values will range between one and Ω .
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Figure 2. Eight neighboring blocks around missing block bmis on the R
color plane.

For example, a 64 × 64 (M=64) image that has been segmented into blocks of 8 × 8
pixels (P=8). Figure 3 displays the mean values of all 64 blocks on the R color plane.
Since Ω = 8, δ = 256/8 = 32. In the next step, the mean is quantified into Ω orders.
According to Eq. (4), the quantified mean of each block on the R color plane can be
determined, as shown in Fig. 4, following color quantization.

Step 3: Compute variance of missing block using means of eight blocks
around it. To classify a missing block bmis as smooth or non-smooth, the variance for
each color plane of the missing block is computed. On each color plane, take the mean
value of non-missing block b around the missing block bmis as a significant measure which
color magnitude is closed to that of the missing block. Let Qm(bCPi ) be the quantified
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Step 4: Image recovery. This step involves RARM, RCARM-based and edge 
detection-based image recovery techniques. If the variance of a block is less than the 
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namely a larger variance in a block implies a larger probability that block contains an 
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determined using eight masks. The mean and the gradient vectors are computed using 
convolution operation. Stage 2 presents this process in detail.  
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mean of all non-missing block bi around the missing block bmis on R, G or B color planes,
respectively, computed using Eqs. (3) and (4). Thus, the means are used to compute the
variance corresponding to the missing block. A threshold of variance Th is preset. Let the
color variances of a missing block on the R, G and B color planes be var(bRmis), var(b

G
mis),

and var(bBmis), respectively. For convenience in the following equations for the three
primary R, G and B color planes, let CP stand for R, G and B. The variances var(bCPmis)
are given by Eq. (5). If the color variance var(bCPmis) exceeds Th, then the missing block on
the CP plane is determined to be non-smooth, and Step 3 follows; otherwise, the missing
block is smooth and Step 4 follows.

var(bCPmis) =

[
u∑
i=1

(Qm(bCPi ))2
]
−

 u∑
i=1

(Qm(bCP
i ))

u

2

u
. (5)

Step 4: Image recovery. This step involves RARM, RCARM-based and edge
detection-based image recovery techniques. If the variance of a block is less than the
threshold Th, then the block is regarded as smooth. A lower variance associated with
a block indicates that a smaller variation is among different pixels within that block.
Therefore, the scheme exploits RARM in combination with RCARM, proposed by Shen
etal., to generate the association between the missing block and its neighboring blocks on
each color plane. This procedure is described as Stage 1, below. However, if the variance
of a block exceeds the threshold Th, then the block is regarded as non-smooth; namely a
larger variance in a block implies a larger probability that block contains an edge. Hence,
Sobel edge detection is applied. The direction of an edge within a block is determined
using eight masks. The mean and the gradient vectors are computed using convolution
operation. Stage 2 presents this process in detail.
Stage 1: RARM in combination with RCARM-based image recovery

Neighboring blocks around the missing block that is currently being processed are
predicted using RARM in combination with RCARM procedure, which are employed to
mine the correlation between blocks. The procedure is shown as follows

Step 1: Transform a color image that contains blocks in which some colors are missing
into a set RTDmb of records with attributes R, G and B. Eq. (4) gives the values
of these three attributes all of which are between one and Ω.

Step 2: Given the data set RTDmb , apply RARM to generate a set of robust asso-
ciation rules. Of the association rules, the one with the highest confidence value is
used to recover the missing attribute values.

Step 3: Define a recycle threshold RT and let Z be a K-itemset that is not consid-
ered in the RARM process, because its support is less than the minimum support,
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Min Sup. In case Z meets the recycle threshold, RT ≤ (Sup(Z)) ≤Min Sup, then
the K-itemset can be recycled by applying RCARM.

Step 4: Eq. (2) yields the value of the composed itemset ψ that exceeds Min Sup
and fulfills the recycled composed association rules.

Stage 2: Edge detection-based image recovery
The effectiveness of the RARM and RCARM combined approach in recovering blocks

that contain edge pixels is limited, because approach does not consider the significant
variation among edge pixels.

The Sobel edge detector is the most commonly used first-order derivative operator. It
adopts filtering masks to detect pixels that are associated with the greatest change of
colors in a two-dimensional plane. Eight edge detection masks of 3× 3 pixels are used, as
displayed in Figure 5. They are responsible for detecting edges in the north, northwest,
west, southwest, south, southeast, east, or northeast directions. Eight weight templates,
displayed in Figure 6, are designed to use as weighting the directional masks. The recovery
procedure is shown as follows.

Step 1: Compute the mean value m(bCPi ) of each block bi(i = 1, 2, ..., u) that is adja-
cent to the missing block.

Step 2: Compute the maximum gradient max(GDCP
i ), for i = 1, 2, ..., u, using convo-

lution operation, according to Equation (6), to find the direction of the edge on each
color plane.

Step 3: Encode edges in the north, northwest, west, southwest, south, southeast, east,
or northeast directions as numbers 1, 2, 3, 4, 5, 6, 7, and 8, respectively.

Step 4: Select the weight template Wi and use it to derive the pattern PCP
i on each

color plane using Equation (7).
Step 5: Determine the missing color value according to the largest measure in the

pattern obtained in Step 4, exclusive of those measures on an edge.

GDCP
1 =

∣∣∣∣∣
u∑
i=1

m(bCPi )×X1i

∣∣∣∣∣ , GDCP
2 =

∣∣∣∣∣
u∑
i=1

m(bCPi )×X2i

∣∣∣∣∣ , ..., GDCP
u =

∣∣∣∣∣
u∑
i=1

m(bCPi )×Xui

∣∣∣∣∣ .
(6)

PCP
1 = [m(bCPi )×W1i], P

CP
2 == [m(bCPi )×W2i], ..., P

CP
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FIGURE 6. Eight weight templates designed for different directions. 
 

As an example, the red color is missing from block b and the mean values associated 
with the non-missing blocks adjacent to block b are 200, 88, 96, 180, 0, 93, 150, 96, and 
86, respectively, as shown in Figure 7. The eight gradient R

iGD  for i =1, 2, ..., 8, are 44, 
307, 342, 203, 44, 307, 342, and 203, respectively. Since the maximum gradient 
max( 3

RGD )=342, it implies that an edge is found out to be in the west direction. Next, we 
selected the west weight template 3W  and used Eq. (7) to derive the measure 3

RP  on the 
red plane, as presented in Figure 8. Among five measures, exclusively for the measure 
vector [33.33, 37.5, 25] falling within the west edge, the maximum measure is 12 which 
is below the central position of Pattern 3

RP . Therefore, the corresponding mean value 
located below the missing block is used to fill in the missing value on the red plane. 
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Figure 5. Eight masks for detecting directional edges.

As an example, the red color is missing from block b and the mean values associated
with the non-missing blocks adjacent to block b are 200, 88, 96, 180, 0, 93, 150, 96,



Recovery of Color Images by Composed Associative Mining and Edge Detection 317

  

 
 

Figure 5. Eight masks for detecting directional edges. 
 
           

 
 

 
 
 
 
 
 
 
 

FIGURE 6. Eight weight templates designed for different directions. 
 

As an example, the red color is missing from block b and the mean values associated 
with the non-missing blocks adjacent to block b are 200, 88, 96, 180, 0, 93, 150, 96, and 
86, respectively, as shown in Figure 7. The eight gradient R

iGD  for i =1, 2, ..., 8, are 44, 
307, 342, 203, 44, 307, 342, and 203, respectively. Since the maximum gradient 
max( 3

RGD )=342, it implies that an edge is found out to be in the west direction. Next, we 
selected the west weight template 3W  and used Eq. (7) to derive the measure 3

RP  on the 
red plane, as presented in Figure 8. Among five measures, exclusively for the measure 
vector [33.33, 37.5, 25] falling within the west edge, the maximum measure is 12 which 
is below the central position of Pattern 3

RP . Therefore, the corresponding mean value 
located below the missing block is used to fill in the missing value on the red plane. 

 

North(X1)       Northwest (X2)    West (X3)      Southwest(X4) 

South(X5)      Southeast (X6)     East (X7)      Northeast (X8) 

North(W1)     Northwest (W2)    West (W3)      Southwest (W4) 

South (W5)      Southeast (W6)    East (W7)      Northeast (W8) 

Figure 6. Eight weight templates designed for different directions.

and 86, respectively, as shown in Figure 7. The eight gradient GDR
i for i =1, 2, ..., 8,

are 44, 307, 342, 203, 44, 307, 342, and 203, respectively. Since the maximum gradient
max(GDR

3 )=342, it implies that an edge is found out to be in the west direction. Next,
we selected the west weight template W3 and used Eq. (7) to derive the measure PR

3 on
the red plane, as presented in Figure 8. Among five measures, exclusively for the measure
vector [33.33, 37.5, 25] falling within the west edge, the maximum measure is 12 which
is below the central position of Pattern PR

3 . Therefore, the corresponding mean value
located below the missing block is used to fill in the missing value on the red plane.
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4.Experimental Results and Discussion. An experiment was conducted using Matlab 
software on an AMD Athlon(tm) 64 X2 Dual Core Processor CPU at 1.99GHz with 
960MB RAM . Four color images of 256×256 pixels were used. They were images of 
Lena, Baboon, F16 and Pepper, displayed in Figures 9(a), (b), (c) and (d). Each test 
image was a 24bit full-color image that contains one 8-bit value for each color 
component. 
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FIGURE 9. Four color images of 256×256 pixels. 

 

4.1. Effect of image recovery by quantization. As displayed in Figs. 9 (a), (b), (c) and 
(d), each image is divided into blocks of 8×8 pixels, from which 10% of the blocks, 
randomly selected, are missing, as shown in Figure 10(b). Varying the parameter Ω of 
quantization among 4, 8 and 16, yields the PSNR values in Table 1 and the recovered 
images shown in Figures 11(c), (d) and (e), respectively. The experimental results 
revealed that image recovery performs best when color intensity is quantized using an 
eight-point scale, because far more association rules are obtained using RARM with such 
color quantization than those by quantization on a 16-point scale, revealing that more 
information is available to determine the missing colors. Moreover, from Eq. (4), 
δ = 256 /Ω . δ  is 32 when Ω is set to eight and 64 when Ω is set to four. Since this 
experiment uses the median of each scale as the value of the pixel to be recovered when 
the color is quantized to eight, the scale interval is smaller than when it is quantized to 
four, meaning that the values of the recovered image colors vary less from the original 
values.  
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4. Experimental Results and Discussion. An experiment was conducted using Mat-
lab software on an AMD Athlon(tm) 64 X2 Dual Core Processor CPU at 1.99GHz with
960MB RAM . Four color images of 256 × 256 pixels were used. They were images of
Lena, Baboon, F16 and Pepper, displayed in Figures 9(a), (b), (c) and (d). Each test
image was a 24bit full-color image that contains one 8-bit value for each color component.

4.1. Effect of image recovery by quantization. As displayed in Figs. 9 (a), (b), (c)
and (d), each image is divided into blocks of 8× 8 pixels, from which 10% of the blocks,
randomly selected, are missing, as shown in Figure 10(b). Varying the parameter Ω of
quantization among 4, 8 and 16, yields the PSNR values in Table 1 and the recovered im-
ages shown in Figures 11(c), (d) and (e), respectively. The experimental results revealed
that image recovery performs best when color intensity is quantized using an eight-point
scale, because far more association rules are obtained using RARM with such color quan-
tization than those by quantization on a 16-point scale, revealing that more information
is available to determine the missing colors. Moreover, from Eq. (4), δ = 256/Ω. δ is
32 when Ω is set to eight and 64 when Ω is set to four. Since this experiment uses the
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Quantization Ω 
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Lena 30.14 30.55 30.23 
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F16 30.03 31.06 30.44 
Peppers 30.65 31.20 30.73 

 

4.2. Effects of block size on image recovery. In this experiment, 10% of the blocks in an 
image were chosen at random; missing color within those blocks was simulated, and Ω 
was set to eight.  The size of the image blocks was varied among 32×32, 16×16, 8×8 
and 4×4, and the effect of block size on image recovery was observed. Table 2 presents 
the experimental results, which demonstrated that the recovery performance, in terms of 
PSNR, was at its best when the block sizes were 4×4, and smaller blocks yield better 
results of image recovery. 
 

Figure 10. Comparison by the naked eye of visual quality obtained using
various quantization.

4.2. Effects of block size on image recovery. In this experiment, 10% of the blocks
in an image were chosen at random; missing color within those blocks was simulated, and
Ω was set to eight. The size of the image blocks was varied among 32× 32, 16× 16, 8× 8
and 4× 4, and the effect of block size on image recovery was observed. Table 2 presents
the experimental results, which demonstrated that the recovery performance, in terms of
PSNR, was at its best when the block sizes were 4 × 4, and smaller blocks yield better
results of image recovery.
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Table 1. Comparison of PSNR (dB) obtained using different quantization

Quantization Ω
PSNR(dB) 16 8 4

Image
Lena 30.14 30.55 30.23

Baboon 30.60 30.97 30.44
F16 30.03 31.06 30.44

Peppers 30.65 31.20 30.73

Table 2. Comparison of image qualities recovered using difference block
sizes in terms of PSNR (missing rate:10%)

Block
PSNR(dB) 32× 32 16× 16 8× 8 4× 4
Image

Lena 26.18 31.24 30.55 35.06
Baboon 27.55 29.03 30.97 34.22

F16 26.88 31.15 31.06 35.02
Peppers 26.77 31.26 31.20 34.98

The following experiment was conducted on the color image “Lena” using block sizes
of 32× 32, 16× 16, 8× 8 and 4× 4, Ω was set to eight, and various block missing rates
(BMR) were 5%, 10%, 20%, 30%, and 40%. Table 3 presents the image quality measured
in terms of PSNR obtained using the proposed scheme.

Table 3. Comparison of quality of recovered images Lena using different
block sizes for various missing rates

Block
PSNR(dB) 32× 32 16× 16 8× 8 4× 4

Missing rate
5% 28.02 32.15 44.07 45.18
10% 26.18 31.24 32.05 35.07
20% 22.33 29.49 31.10 31.56
30% 20.66 27.36 28.54 28.44
40% 18.32 26.08 27.40 27.12

The results of the experiment have shown that the image blocks are restored most
effectively when they are partitioned into 4× 4 pixels at a BMR of under 30%. However,
the recovery performs even better when the blocks are 8× 8 and the BMR exceeds 30%.
Since when the blocks are 4×4, most of the blocks that are adjacent to the missing block
are lost, and, consequently, less information can be utilized to recover the missing block.

4.3. Comparison of block loss rates. A variation threshold is used to determine
whether the missing block is smooth or non-smooth. The association mining technique of
RARM combined with RCARM is used to recover a smooth image block with variation,
which is lower than the predefined threshold, while the recovery scheme based on edge
detection is used to restore the missing color of a non-smooth image block. Hence, this
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experiment is composed of two parts; the first is to evaluate the image recovery perfor-
mance of RARM combined with RCARM (RARM+RCARM); the other is to determine
the recovery scheme with edge detection (RwED).

4.3.1. RARM+RCARM. This experiment was performed on four smooth test images -
Lena, Baboon, F16, and Peppers. RARM in combination with RCARM (RARM+RCARM)
was employed to recover the image blocks. Each image block was set to 88, and the image
blocks were simulated with the Block Missing Rates (BMR) of 3%, 5%, 10%, 15%, 20%,
25%, and 30% on each of the RBG planes. The color quantization was conducted using an
eight -point scale (Ω = 8). The results of the recovery are compared with those obtained
using the VQESE scheme that was developed by Lee et al. [8], as shown in Table 4.

The experimental results revealed that the proposed recovery scheme that is based on
RARM combined with RCARM outperforms the VQESE scheme [8] in terms of image
quality measured by PSNR values.

Table 4. Comparisons (PSNR) of image recovery between using the pro-
posed scheme (RARM+RCARM) and using VQESE scheme
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4.3.2. RwED. An experiment was carried out in which edge detection was integrated into 
the combination of RARM and RCARM to improve the quality of the recovered image. 
Each image block was 8×8; the image blocks were simulated with Block Missing Rates 
(BMR) of 3%, 5%, 10%, 15%, 20%, 25%, and 30% on each of the RBG planes. Color 
quantization was carried out using an eight-point scale (Ω=8). Table 5 shows the 
comparison results of this recovery with those obtained using the RARM+RCARM 
scheme.  

This comparison demonstrates that the combination of edge detection, RARM and 
RCARM (RwED column in Table 5) yields the best image quality. For any missing rate 
between 3% and 30%, this scheme always outperforms the simple combination of RARM 
and RCARM (RARM+RCARM column in Table 5). 
 

4.3.2. RwED. An experiment was carried out in which edge detection was integrated
into the combination of RARM and RCARM to improve the quality of the recovered
image. Each image block was 8× 8; the image blocks were simulated with Block Missing
Rates (BMR) of 3%, 5%, 10%, 15%, 20%, 25%, and 30% on each of the RBG planes.
Color quantization was carried out using an eight-point scale (Ω = 8). Table 5 shows
the comparison results of this recovery with those obtained using the RARM+RCARM
scheme.

This comparison demonstrates that the combination of edge detection, RARM and
RCARM (RwED column in Table 5) yields the best image quality. For any missing rate
between 3% and 30%, this scheme always outperforms the simple combination of RARM
and RCARM (RARM+RCARM column in Table 5).
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Table 5. Comparisons of PSNR for images recovered by RARM combined
with RCARM without and with edge detection
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4.4. Comparisons of multi-color missing. An experiment was carried out in which the 
RwED approach was employed to recover image blocks, with each block set to 8×8, and 
simulated simultaneous color loss on the R, G, and B planes with total missing rates of 
5%, 10%, 20%, or 30%. The color quantization was conducted on an eight -point scale 
(Ω=8). Figure 11 below displays the results obtained after the block colors were filled in. 
The experimental result in Table 6 shows that the image quality was 27.68db after 
recovery from the simultaneous 30% loss of all three R, G, and B, thus indicating that the 
approach have yielded satisfactory results. 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Damaged image of 5% blocks     (b) Image restored result (PSNR=39.78) 

                                 
FIGURE 11. Simultaneous color loss on the R, G, and B planes with total missing rates of 

5% for test image Lena, and the corresponding result of image recovery by the 
RwED approach. 
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Figure 11. Simultaneous color loss on the R, G, and B planes with total
missing rates of 5% for test image Lena, and the corresponding result of
image recovery by the RwED approach.

4.5. Comparison of various rows of block losses. The image blocks are classified
into non-smooth and smooth blocks, and are recovered using the RwED scheme. Each
image block is set to 8× 8; losses of block rows are simulated on the R, G , and B planes.
The total loss rates are measured by one-row, two-row, and three-row block losses. Figure
12(a) presents the damaged image with the loss of blocks in the measurement of one row.
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Table 6. Results after recovery from simultaneous loss of all three R, G,
and B colors

BMR
PSNR(dB) 5% 10% 20% 30%

Images
Lena 39.78 36.13 32.45 28.62

Baboon 34.21 31.22 27.65 25.14
F16 42.89 38.24 31.96 29.04

Peppers 39.51 35.31 31.36 27.91
The Average 39.10 35.23 30.86 27.68

Figure 12(b) shows the experimental results evaluated in PSNR for recovering the one-row
blocks. Table 7 compares the results of recovery with those obtained using the VQESE
scheme of Lee etal. The experimental results have demonstrated that recovery results
using the proposed scheme for one to three rows of block losses outperforms the VQESE
scheme.
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FIGURE 12. Lena with one row of block losses and the quality of recovered image. 
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Figure 12. Lena with one row of block losses and the quality of recovered image.

Table 7. Comparisons of images recovered using VQESE and the proposed scheme

Block losses One-row damaged Two-row damaged Three-row damaged
PSNR (dB) VQESE Proposed VQESE Proposed VQESE Proposed

Lena 34.32 34.52 33.40 33.42 32.17 32.24
Baboon 28.19 28.23 27.65 27.73 27.14 27.21

F16 34.12 34.26 33.64 33.72 33.34 33.41
Pepper 34.79 34.83 33.92 34.05 32.72 32.81

5. Conclusions. When images encoded with blocks are transmitted over the Internet,
the encodings corresponding to image blocks are frequently lost or damaged owing to poor
web quality when noise interferes with signals. This study proposes a novel block-wise
image recovery scheme. The RCARM approach is combined with the RARM approach
to recover high-quality images when blocks are smooth. An enhanced image recovery
approach that is based on edge detection is developed to handle and perform recovery
with non-smooth blocks. Edge direction increases not only the recovery rate in all cases
but also the accuracy of recovery for complex blocks. The experimental results have
demonstrated that the image recovery scheme that combines RARM, RCARM and edge
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detection, can effectively recover images of high quality without the need for original
images. Even when the block loss rate is as high as 30%, the image quality is still well-
recovered.
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