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Abstract. The autoregressive (AR) model is widely used in modeling image, speech
and EEG signals. Using this model as the model for the host signal, we have devised a
watermarking algorithm which is compliant with the power spectrum condition. This is
achieved by embedding the quantization watermark in the residual signal of the AR model,
both for dither modulation (DM) watermarking and spread-transform dither modulation
(STDM) watermarking. This paper also analyzes the decoding performance. An analytic
result is obtained, which describes the relationship between the decoding error rate and
the signal to noise ratio, model parameters and the length of the vector. This analysis
result is verified through numerical experiments. Using this analysis result, a designer of
the watermarking system can determine the design parameters based on the specification
of the given system performance index.

Keywords: Performance analysis; Auto-regressive host model; Dither modulation;
Spread transform dither modulation; Power spectrum compliant watermarking.

1. Introduction. For the design of a robust watermarking system, an appropriate model
for the potential attack must be incorporated. If the potential attacker uses an optimum
filter (such as Wiener filter) to estimate and then remove the watermark, then the wa-
termark must satisfy the power spectrum density (PSD) condition in order to resist this
attack [1]. The PSD condition was first derived in the context of image watermarking
and correlation detection. Based on this, Hwang et. al. derived the PSD condition for
optimum detector [2]. Recently, Panda applied this principle to the design of audio wa-
termarking system [3]. However, the current research on PSD condition focuses on the
spread spectrum watermarking and leaves the quantization based watermarking out of
the scope. In addition, for image, speech and EEG signals, autoregressive (AR) models
are widely used in their processing. This paper aims at filling the gap of current research,
i.e., the design and analysis of PSD compliant QIM (Quantization Index Modulation)
watermarking for AR signal model.
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Figure 1. Embedder of AR-SSDM watermarking

The contribution of this paper can be summarized as follows. Using an AR model
for the host signal, a PSD compliant QIM watermarking algorithm is designed. The
theoretical decoding performance is derived. To improve the decoding performance, we
also extend the proposed framework to spread transform dither modulation (STDM). The
theoretical result can be used to guide the design of practical watermarking systems for
speech, image and EEG signals, i.e., the watermark designer can utilize our result to
design system parameters based on performance requirement.

We use capital letters with time index to denote a random process. For example, random
process {Xn} or Xn. The range of the random process is assumed to be −∞ < n < ∞
unless a finite range is specified. We name the spectrum shaped watermarking as spectrum
shaped dither modulation (SS-DM) watermarking.

The proposed embedding framework is presented in section 2. We then prove that this
framework leads to PSD compliant watermarking in section 3. Its decoding performance
is analyzed in section 4. We then extend the framework to STDM in section 5. In section
6 we test our theoretical analysis through simulation experiments. Finally, we conclude
the paper in section 7.

2. The Proposed Embedding Method. The whole system consists of three parts:
embedding, attacking and decoding. The model of the host signal is assumed to be AR
model. So we call this watermarking system AR-SSDM system. The block diagram of
the embedding process is shown in Fig.1.

The host signal is characterized by an AR model

Xn = −
P∑
`=1

a`Xn−` + Un,−∞ < n <∞, (1)

where Un is white Gaussian noise (WGN), i.e., Un ∼ N (0, σ2
u). a1, · · · , aP are model

parameters. To make the final watermark signal compliant with the PSD condition,
we embed the watermark into the residual signal. So the host signal is first inverse
filtered as Un = Xn +

∑P
`=1 a`Xn−`. Each watermark bit is embedded into Un using

QIM, resulting in watermarked residual signal Ûn. Here we consider only DM without
distortion compensation. Using Ûn as driving noise of the original AR model, we get the
watermarked host signal Sn = −

∑P
`=1 a`Sn−` + Ûn.

The attacking channel is modelled as WGN channel. So the received signal is Rn =
Sn + Zn, where Zn is WGN: Zn ∼ N (0, σ2

Z).
The structure of the decoder is shown in Fig.2. In order to extract the watermark

bits, the decoder need to recover the residual signal by inverse filtering, i.e., Vn = Rn +∑P
`=1 a`Rn−`. Since each bit was embedded independently, so we decode the watermark

message bit by bit. But it should be mentioned that, since the filtered channel noise
in the residual signal is not white, so bit-wise decoding is not optimal. It is adopted
here for its simplicity. The decoder uses the minimum distance decoding, i.e., bn =
arg minb∈{−1,1} ‖Vn −Qb (Vn)‖, where Qb(·) is the quantizer used to embed the bit b.
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Figure 2. Decoder of AR-SSDM watermarking

( )AZ DM
1

( )A Z

{ }nX { }nU { }n̂U { }nS

{ }n̂W

{ }nW

+_

+_

Figure 3. Relationship between watermark signal and watermark signal
in residual signal

3. PSD Shaping. In this section, we prove that the watermark signal generated in last
section is PSD compliant, i.e., the PSD of the watermark is proportional to the PSD of the
host signal. Let the inverse filter in the Z-transform domain be A(z) = 1 +

∑P
`=1 a`z

−`.
So 1/A(z) is the corresponding synthesis filter. Since the host signal is modelled as the
result of passing WGN through an all-pole filter 1/A(z), so the PSD of the host signal
should be

Px (f) =
σ2
u

|A (ej2πf )|2
=

σ2
u∣∣∣1 +

∑P
`=1 a`e

−j2πf`
∣∣∣2 , −

1

2
< f <

1

2
. (2)

Since the watermark is embedded using QIM, the watermark signal Ŵn can be charac-
terized by uniformly distributed white noise in the interval [−∆,∆]. So the mean function

and auto-correlation function (ACF) of the watermark is: E(Ŵn) = 0, and Rŵ (k) = ∆2

3
δk,

where δk is the Kronecker δ function. Taking the inverse Fourier transform of this ACF,
we can obtain the PSD of the watermark in the residual signal: Pŵ (f) = ∆2

3
.

The watermark signal is defined as the difference signal between the watermarked host
signal and the original host signal, i.e., Wn = Sn − Xn. Referring to Fig.3, and use Z
transform, the watermark signal Wn and the watermark signal Ŵn in the residual signal
is related by:

w(z) = s(z)− x(z) = û(z)
1

A(z)
− u(z)

1

A(z)
=
ŵ(z)

A(z)
.

So the PSD of the watermark is

Pw (f) =
Pŵ(f)

|A (ej2πf )|2
=

∆2/3∣∣∣1 +
∑P

`=1 a`e
−j2πf`

∣∣∣2 . (3)

Comparing Eq.(2) and Eq.(3), we can conclude that, using the watermark embedding
framework in section 2, the PSD of the watermark signal is proportional to the PSD of
the host signal.

4. Decoding Performance. The performance of this system is characterized by the
probability of decoding error subject to given distortions. So we first introduce measures
that are used to quantify the distortions involved in embedding and attacks.
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Figure 4. Equivalent diagram for watermark embedding and decoding in
the residual signal

4.1. Distortion measures. The embedding distortion is characterized by the average
power of the watermark signal, i.e.,

Dw = lim
M→∞

E

(
1

2M + 1

M∑
k=−M

W 2
k

)
= lim

M→∞

1

2M + 1

M∑
k=−M

σ2
w = σ2

w. (4)

The channel distortion is characterized by the average power of the channel noise, i.e.,
the variance of the WGN: Dc = σ2

z . Similarly, we can obtain the average power of the
host signal: Dx = σ2

x. From Eq.(2) and Eq.(3), we obtain:

Dx =

∫ 1
2

− 1
2

Px (f) df = γσ2
u, Dw =

∫ 1
2

− 1
2

Pw (f) df = γ
∆2

3
,

where γ is:

γ =

∫ 1
2

− 1
2

1∣∣∣1 +
∑P

`=1 a`e
−j2πf`

∣∣∣2 df

So the embedding distortion can be described by document to watermark ratio (DWR)

as DWR = 10 log10
Dx

Dw
= 10 log10

σ2
u

∆2/3
. The distortion induced by channel attack can be

described by watermark to noise ratio(WNR) as WNR = 10 log10
Dw

Dc
= 10 log10 γ

∆2/3
σ2
z

.

4.2. Probability of decoding error. The equivalent block diagram of the whole system
is show in Fig.4. The channel noise is filtered by the inverse filter, so the variance of the

equivalent channel noise is σ2
Ẑ

=
∑P

`=0 h
2
`σ

2
Z = σ2

Z

(
1 +

∑P
`=1 a

2
`

)
. Using this equivalent

noise, the decoding of watermark is exactly the same as those in white noise. So following
the approaches in [4], we obtain the probability of decoding error:

Pe =
∞∑

k=−∞

Q
 2k∆ + ∆

2

σZ

√
1 +

∑P
`=1 a

2
`

−Q
 2k∆ + 3∆

2

σZ

√
1 +

∑P
`=1 a

2
`

 . (5)

5. Extension to STDM. Due to its high sensitivity to channel noise, DM is seldom
used alone. It is usually combined with error correction code (ECC) or spread trans-
form. In this section, we extend the above framework to STDM. When embedding the
watermark in the residual siganl, we collect L signal components and consider it as a high
dimensional vector. This vector is projected onto a random direction. We then use DM
to embed one bit of watermark in this projection. Other steps are the same as in section
2. The random projection improves the security of DM watermarking. In addition, the
quantization noise is distributed to L samples, thus allowing larger quantization step in
DM embedding. Hence the robustness is improved. Two properties of the STDM is useful
for the performance analysis in this section. (1) If the quantization step in DM is ∆P ,
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Figure 5. Welch estimation of the PSD of the host and watermark signal

then the embedding error introduced to each sample is no larger than ∆p/
√
L. (2) If the

random direction vector is of unit length, then the projected channel noise has the same
variance as before projection.

The performance analysis of our system utilizing STDM is similar to the analysis in
section 4, except that the quantization step should be the quantization step ∆P in projec-

tion domain. Similar DWR and WNR expressions can be obtained: DWR = 10 log10
3Lσ2

u

∆2
p

and WNR = 10 log10
γ∆2

p

3Lσ2
z
. The probability of decoding error can be obtained as:

Pe =
∞∑

k=−∞

Q
 2k∆P + ∆P

2

σZ

√
1 +

∑P
`=1 a

2
`

−Q
 2k∆P + 3∆P

2

σZ

√
1 +

∑P
`=1 a

2
`


Comparing this result with that of Eq.(5), we notice that the equivalent quantization step
is increased. So an appropriate L can be chosen to combat the channel noise.

6. Experiments. To verify the theoretical analysis of PSD and Pe, we use Monte Carlo
simulation to simulate the watermarking systems in this paper.

6.1. Verification of the PSD of the watemrark. The calculated average error rate is
compared with the theoretical analysis given in Eq.(5). A set of AR parameters estimated
from real speech signal is used in the simulations [5]:

a = [1,−0.6, 1.205,−1.588, 1.153,−1.427, 1.018,−0.536, 0.352,−0.314,−0.055]T

In the simulation, we use a fixed DWR = 6 dB, and WNR changes from 15dB to 30dB.
The length of the sequence is chosen to be 2000. The estimated PSD for the host signal
and watermark signal are shown in Fig.5 using Welch estimation, and in Fig.6 using
autoregressive estimation. The proportionality of the watermark PSD and host PSD can
be easily identified from the two figures. This verifies that the PSD of the watermark
satisfies the PSD condition for energy efficient watermarking. In Fig.7, theoretical result
of Pe is compared with the estimate Pe from Monte Carlo simulation. These two results
coincide with each other, thus validates the theoretical analysis.
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Figure 6. AR estimation of the PSD of the host and watermark signal
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6.2. The decoding performance of STDM with unknown AR parameters. In
the above analysis, we assume that the model parameters are available. This is true for
stationary random process and informed detection. But most practical signals are non-
stationary. For example, speech signal can only be modelled as short-term stationary.
So the watermark decoder needs to estimate the model parameters from the received
signals. Then these estimated parameters are used in inverse filtering. But the estimated
parameters are usually different from the true parameters, especially when facing channel
noise [6, 7]. This estimation error may lead to extra noise after inverse filtering, causing the
Pe to increase. The decoding performance for unknown AR parameters is shown in Fig.8.
We also plot the decoding performance of spread spectrum (SS) based watermarking with
known AR parameters. Obviously, even though the estimation error may degrade the
decoding performance of our spectrum shaped STDM algorithm, but it is still outperforms
the SS watermarking with known AR parameters. Considering that the performance of SS
watermarking with unknown AR parameters is worse, so spectrum shaped STDM is still
preferred than spectrum shaped SS watermarking for practical watermarking systems.
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Figure 8. Decoding error of power spectrum shaped STDM Vs. theoret-
ical decoding error of power spectrum shaped spread spectrum watermark-
ing

7. Conclusion. Using AR model as the model of host signal, a PSD compliant QIM
watermarking system is designed. It is proved that the generated watermark signal satis-
fies the power spectrum condition. The theoretical decoding performance is analyzed and
verified by simulation experiments. Our result is useful in designing watermarking system
for speech, image and EEG signals facing the optimum filtering attacks. The theoretical
analysis result is useful to help the designer to choose design parameters such as P , ∆
and L from the given performance requirement specified by the users, such as Pe.
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